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Abstract— This article analyzes data published by the Bureau
International des Poids et Mesures (BIPM) over the past 25 years
to assess the long-term performance of the Coordinated Universal
Time (UTC) timescale and ten other physical realizations of UTC.
We utilize a combination of the three-cornered hat method and
dynamic Allan deviation estimation to provide a comprehensive
evaluation of UTC performance over such an extended period of
time. Furthermore, we present a forecast of UTC’s performance
for the next ten years. We highlight key events based on data
published by the time department of the BIPM during the period
from January 1998 to December 2023. We determine that UTC
instability, for averaging periods (7) of five days and one year,
has decreased by an order of magnitude in respective periods
of 18.9 years and 16.9 years, respectively. If this improvement
continues during the next decade, we estimate that the instability
of UTC will decrease to 7.8 x 10~ for T = 5 days and
1.1 x 1077 for 7 = 1 year. We discuss the correlation between
the development of primary and optical frequency standards, the
improvement in time transfer methods, and the performance of
the UTC(k) timescales.

Index Terms— Instability, timescale, time transfer, Coordinated
Universal Time (UTC), UTC(k).

I. INTRODUCTION

HE development of quantum physics provided the

foundation for the invention of atomic clocks, which
first appeared in the late 1940s. The current definition of
the SI second, the base unit of time, was established at
the 13th General Conference on Weights and Measures
(CGPM) in 1967 as the duration of 9, 192, 631, 770 periods
of the electromagnetic radiation associated with the transition
between the two hyperfine levels of the ground state of the
133Cs atom at 0 K [1], [2]. The performance of primary
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frequency standards has improved at a rate of about one order
of magnitude per decade during the past 50 years. However,
during the past 20 years, the performance of optical atomic
clocks has improved at an even faster rate, with an astonishing
average rate of almost three orders of magnitude per decade.

The Bureau International des Poids et Mesures (BIPM) in
Sevres, France, receives regular data contributions from about
80 international timing laboratories [3], [4]. These data are
used to calculate several atomic timescales, including the Free
Atomic Time (EAL), International Atomic Time (TAI), and
Coordinated Universal Time (UTC).

UTC is the international reference that forms the basis for
all measurements of time and frequency made worldwide. The
formation of UTC is accomplished in three steps. The first step
is to compute EAL, the free running atomic timescale. EAL
is a timescale based solely on the measurements of atomic
clocks that has an epoch of January 1, 1958. The timescale
TAI is formed by making small frequency corrections to EAL,
obtained from the measurements of the primary frequency
standards operated by about ten national metrology institutes
(NMlIs). The frequency of UTC is equivalent to TAI, but
unlike TAI, UTC is adjusted so that it stays within 0.9 s
of the astronomical timescale UT1, which is based on the
rotational rate of the Earth. TAI is not adjusted to agree with
UT1, and, therefore, the time difference between UTC and
TAI, expressed in integer seconds, represents the divergence
between atomic time and astronomical time since January 1,
1958 [5], [6], [7], [8]. The following equations define the UTC
timescale:

UTC =TAIl +n (1)
where n is an integer number of seconds and
[UTC — UT1| < 0.9 s. )

UTC is produced by calculations and, therefore, does not
produce the physical time and frequency signals that are
needed for practical applications. The necessary physical
signals are produced by local realizations of UTC, called
UTC(k), with the label k indicating the name of the laboratory
that maintains the timescale. The laboratory is required to have
at least one atomic clock, but the most stable and accurate
UTC(k) timescales include multiple atomic clocks that are
continuously measured and intercompared. The UTC(k) and
individual clock measurements are sent to the BIPM and
included in the UTC calculation.
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The UTC-UTC(k) time differences are recorded at five-
day intervals and published in the monthly BIPM Circular
T document [9]. The laboratories that maintain the UTC(k)
timescales reside in nations that are signatories of the
International Committee for Weights and Measures mutual
recognition arrangement (CIPM MRA) [10], [11] and the
Circular T provides the results of the BIPM’s key time
comparison, called CCTF-KO001.UTC [12].

The physical realizations of UTC that the key comparison
participants provide are very important for a variety of
industrial systems and applications that require a stable and
accurate source of time. Some examples are telecommunica-
tions systems [13], [14], global navigation satellite systems
(GNSS) [15], [16], defense systems [17], electrical power
distribution systems, and many others. Signals originating
from UTC(k) timescales are distributed by different means,
including GPS common view and all-in-view methods [18],
[19], two-way time and frequency transfer methods [20], [21],
terrestrial radio signals [22], local and wide-area networks
using protocols such as the precise time protocol (PTP) [23],
[24] and network time protocol (NTP) [25], [26], and by
ordinary telephone lines.

In Section II, we present time differences of ten UTC(k)
timescales with respect to UTC for the period from the
Modified Julian Date (MJD) 50800 (December 8, 1997)
to the MID 60309 (December 31, 2023), analyzing some
key events that influenced their performance (stability and
accuracy). In Section III, the 25-year performance of UTC
using the three-corner hat method is analyzed. In addition,
the participation of atomic clocks and primary and secondary
standards in the formation of UTC is presented. We conclude
by discussing the future evolution of UTC and UTC(k)
timescales.

II. SoME UTC(k) TIMESCALES
AND THEIR PERFORMANCE

In this section, we analyze the performance of ten UTC(k)
timescales, beginning with some general comments. We then
note key events that are related to the generation and
performance of specific timescales (e.g., the contributions
of a primary frequency standard). We also present dates
when remarkable advancements in the stability and accuracy
of a timescale have occurred, correlating these dates with
improvements implemented in the laboratories.

The ten UTC(k) timescales included in our analy-
sis are UTC(USNO), UTC(NIST), UTC(PTB), UTC(OP),
UTC(ROA), UTC(NPL), UTC(KRIS), UTC(IT), UTC(CNM),
and UTC(ORB). The identifier USNO refers to the United
States Naval Observatory, NIST refers to the National Institute
of Standards and Technology of the United States of America,
PTB refers to the Physikalish Technische Bundesanstalt of
Germany, OP refers to the Paris Observatory of France, ROA
refers to the Real Observatorio de la Armada of Spain,
NPL refers to the National Physical Laboratory of England,
KRIS refers to the Korea Research Institute of Standards and
Science of the Republic of Korea, IT refers to the Istituto
Nazionale di Ricerca Metrologica of Italy, CNM refers to the
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Centro Nacional de Metrologia of Mexico, and ORB refers to
the Royal Observatory of Belgium.

Fig. 1 shows the UTC-UTC(k) time differences for the
10 laboratories, using data published in the BIPM Circular
T documents, for the period from MJD 50800 to MJD 60309
(January 1998-December 2023).

For UTC(NIST), two key events can be observed in
which the timescale performance changes are highlighted
with pink arrows in Fig. 1(a). The first event occurred near
MID 52200 (October 18, 2001) and second occurred around
MID 57500 (April 22, 2016). The first event involved a
modification in the UTC(NIST) timescale algorithm, which
was formerly designed to minimize frequency stability at the
expense of time accuracy. The algorithm was fine-tuned in
2001 to simultaneously maintain both characteristics of a
good timescale, frequency stability, and time accuracy [27].
The second event in 2016 involved the weekly steering of
UTC(NIST) that was made possible by the BIPM’s publication
of Rapid UTC (UTCr) [28].

During the last 25 years, several primary frequency
standards (cesium fountain clocks), were developed by the
NIST Time and Frequency Division [29], [30]. Interestingly,
there was not a direct correlation between primary frequency
standards development at NIST and UTC(NIST) performance.
The first NIST cesium fountain clock was developed in 1998
[31], [32], [33], and the accuracy of the second cesium
fountain was evaluated around 2014 [34], [35]. However,
UTC(NIST) performance remained unchanged until 2016 [36].
It is important to note that UTC(NIST) is not always steered
to NIST cesium fountain clocks.

On MIJD 55228 (February 1 2010), UTC(PTB) timescale
was realized using an active hydrogen maser (AHM)
steered in frequency via a phase microstepper, with an
algorithm that utilizes frequency comparison data obtained
from measurements of AHM and the primary and commercial
cesium clocks of PTB [37], [38]. Due to that action, the
time stability of UTC(PTB) improved by about an order
of magnitude when averaged several months or longer.
It is interesting to note that the operation of the PTB
CSF1 cesium fountain clock began around June 2000 [39],
[40], however, it was not used to steer UTC(PTB) until
16 years later. PTB developed a second cesium fountain
clock, CSF2, around 2006 [41]. Between 2006 and 2008,
a series of technical enhancements were introduced, such
as state selection, improved Ramsey fringe contrast, and
lower atomic cloud temperature. Since December 2008, the
frequency uncertainty of the clock has been evaluated, and
multiple comparisons with CSF1 have been carried out [41],
[42]. During 2017-2018, the two cesium fountain clocks
operated almost 100% of the time, and UTC(PTB) was
composed of these fountain clocks and an AHM and was
gently steered to UTC to obtain long-term time accuracy [37].
However, no immediate impact on UTC(PTB) performance
was observed. Finally, we highlight that, to the best of our
knowledge, UTC(PTB) was the first UTC(k) that included a
continuously running cesium fountain clock.

At Sytemes de Référence Temps Espace (SYRTE), three
cesium fountain clocks were developed, named FO1, FOM,
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and FO2. FO1 was developed around 1995 [43]. The second
fountain clock, the FOM, was a prototype for the Projet
d’horloge atomique par refroidissement d’atomes en orbite
(PHARAO) cold atom space clock [44] and was later
modified to be a transportable fountain clock. FO2 is a dual
133Cs/A7Rb fountain clock put into operation in 2010 [45].
Beginning 2013, the three fountain clocks were used to steer
the UTC(OP). On MJD 56229 (October 29, 2012), a new
realization of UTC(OP) was introduced. This version relied on
steering an AHM, controlled by the SYRTE atomic fountains
using a frequency offset generator. The result of this steering
is an excellent improvement in UTC(OP) performance, as can
be appreciated in Fig. 1(c) [46].

Two noteworthy events affected UTC(ROA). The first one
happened around MJD 55000 (June 18, 2009) [47], and
the second occurred around MJD 58124 (July 1, 2018).
UTC(ROA) was generated until MJD 55000 using the output
signal of a commercial high-performance cesium beam atomic
clock. After that date, the timescale was produced using
an AHM. On MJD 55927 (January 1, 2012), ROA began
using the UTCr timescale to adjust UTC(ROA) [48]. Around
MIJD 58124, a new ROA facility with Faraday shielding was
used to house the ensemble of atomic clocks in charge of
the UTC(ROA) production. The clocks in the new facility
are situated over an anti-vibration platform, and temperature
oscillations can be controlled to within 0.1 K per day.

NPL developed three cesium fountain clocks, NPL-CsF1 in
2005 [49], [50], NPL-CsF2 in 2010 [51], [52], and NPL-
CsF3 in 2016 [53]. Until 2017, the performance UTC(NPL)
was not influenced by the development of primary frequency
standards at the NPL. As shown in Fig. 1(e), the frequency
stability and time accuracy of the UTC(NPL) remained nearly
unchanged from MIJD 50800 (December 18, 1997) until
around MJD 57800 (February 16, 2017). However, beginning
MIJD 58000 (September 4, 2017), UTC(NPL) showed a
significant improvement in its frequency stability and time
accuracy, which can be attributed to steering adjustments
involving both NPL-CsF2 and NPL-CsF3 [54].

Two key events can be observed that influenced UTC(KRIS)
performance. One occurred around 2003 when the peak-to-
peak values of UTC-UTC(KRIS) time differences became
systematically smaller than 100 ns when more frequent
corrections were applied to UTC(KRIS). From MJD 53800
(March 6, 2006) to MJD 55800 (August 27, 2011), the
frequency stability of UTC(KRIS) was not optimal when
averaged for a few months. This was corrected when an AHM
was used to produce UTC(KRIS), along with an improved
GPS Carrier Phase (CP) time transfer links to the BIPM [55],
resulting in improvements in both frequency stability and time
accuracy.

Two events influenced UTC(IT) performance. The first event
occurred on MJD 53900 (June 14, 2006); up to that date
UTC(IT) had been generated by a single commercial cesium
beam frequency standard. From that date forward, UTC(T)
was generated by an AHM [56], and later, a second event
occurred about MJD 56600 (November 04, 2013) steering
three AHMs with different criteria improving the stability. The
first criterion was based on BIPM’s UTCr data, the second
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was based on an ensemble of six commercial cesium beam
clocks and four AHMs. The third criterion was based on
measurements of the cesium fountain clock name ITCsF2
[57], [58], [59] that uses a cryogenically cooled flight region
to minimize the blackbody radiation (BBR) effect [60]. The
ITCsF2 clock is an improvement of the earlier atomic fountain
named (IEN CsF1) [61].

Three remarkable events occurred that impacted
UTC(CNM). The first took place around MIJID 54480
(January 15, 2008) when the Sistema Interamericano de
Metrologia (SIM) Timescale (SIMT) [62] was used to
compare UTC(CNM) in almost real time, preceding the UTCr
appearance. Then, around MJD 55100 (September 26, 2009),
a timescale based on an ensemble of industrial cesium clocks,
an AHM, and a high-resolution phase and frequency offset
generator was implemented [63]. Finally, around MJD 57204
(July 1, 2015), a new timescale algorithm was implemented
to compensate for short-term noise.

The UTC(ORB) laboratory was moved to a new
temperature-stabilized facility on MJD 52334 (March 1
2002), resulting in a significant improvement in frequency
stability [64]. As shown in Fig. 1(i), it can be observed that
around MJD 53000 (December 2003), the frequency stability
of UTC(ORB) improved in the short term. During the period
from MJD 53371 (January 1 2005) to MJD 54466 (January 1
2008), UTC(ORB) maintained three commercial cesium beam
clocks and two AHMs. UTC(ORB) was then generated
from the output frequency of an AHM, with auto-tuning
performed using the second AHM [65]. Currently, UTC(ORB)
continues to use the signal from one of the AHMs, with
its frequency automatically tuned to maintain stability with
UTC. Furthermore, the control of UTC(ORB) involves regular
comparisons with all other clocks, including their average, and
ongoing comparisons are made with UTC(USNO) using the
GPS common view technique [66].

The USNO operates a Master Clock (MC), which serves
as the primary reference for UTC(USNO). From MJD 51179
(January 1, 1999) to the end of 2012, UTC(USNO) was
generated using an ensemble of 73 industrial cesium clocks
and 21 AHMs, maintaining a difference of approximately 5 ns
root mean square (rms) with respect to UTC [67]. Around
MID 54739 (September 30, 2008), the USNO introduced new
facilities with a temperature stability of 0.1 K and 3 % relative
humidity. In addition, two rubidium fountains were designed
to operate continuously, and new timescale algorithms
incorporated the superior performance of the atomic fountains.
These enhancements significantly contributed to the improved
frequency stability of UTC(USNO) [65]. Fig. 1(j) shows the
stability of UTC(USNO) after using UTCr data to apply more
rapid corrections [68].

The international timekeeping community has reduced the
UTC-UTC(k) time differences by one order of magnitude
or more during the last 25 years. This improvement rate is,
on average, similar to the historical rate of improvement in
the accuracy of primary frequency standards. However, as we
discuss later, it is important to note that there is no immediate
correlation between the accuracy of the primary frequency
standards and the stability of the timescale.

Authorized licensed use limited to: NIST Virtual Library (NVL). Downloaded on April 04,2025 at 22:46:16 UTC from IEEE Xplore. Restrictions apply.



5503210

IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 74, 2025

1 |
P | (a) UTCr routine | (b) 9
£ | . : | ]
= . Weekly adjustments of prodychion : 160 E]
2 UTC(NIST) to UTCr , [ 2
% 204 / | " Time scale from | 5, S
S I / ‘ | optical frequencies | %
: I g
= UTiC(PTB)f la 2
220+ NIST based on CsF, PTB |
Ve §OF ! yor  oRj 60
| L A T A | PR | | H ¥ i I i I i
} - i
60 ) Output of a single | (d) 1100
] : 5071 Output of an AHM S
£ 30- I : 150 @
s ' :
5 o
o 30 I UTC(OP) steered to 150 Z
=) : SYRTE CsF clocks z
601 jro ’FOM *Fo2 SYRTE 1-100
| 1 1 1 1 1 1 ' 1 1
|
90 - [ (e) 300
En : UTC(NPL) fine %
E | | tuned to 150 &
£ 30- I CsF,-CsF, 3
g ] . -
5o =
S i g
D -30- I 17150 5
1 CsF, CsF
-60- ; * 1 { -300
1 1 1 1 1 1 : 1 1 i
100+ AHM | [
- ! (8) . (h) 0
@« 50 / I i =
£ Y4 a
= ] : Time scalé 120 &
S Algorithh! 5
e . ! l Q
= .50 1 ’ I ENANM 60 %
- . I TYA N TR\ P Z
R | | I i, | 2
1 VEK CsF1 H:Cst INRiM AR e Enhanced time
-150 . * | i 'SIM.T !l i : {Qcale algorithm | _go
800 ! 1
i UTCr routine I (i 73 5071A clocks | (J) 120
£ 600 production > 21 AMHs I 5‘
g : '3 I TS
1 7 <
S 400 i =
8 5071Aclocks jo!
5 500 AMH | AMH +GPS 1 g
& / ! ORB 1 %
= i ORDb =
=) | / 1 4-10 =
0 . " USNO ’
1 I I 1.
-200 - : ; 20

50800 52800 54800

MJD

56800

58800

50800 52800 54800 56800 58800
MJD

Fig. 1. Time differences of UTC and 10 local realizations of UTC(k), from MJD 50800 (January 1, 1998) to MID 60309 (December 31, 2023).
(a) UTC(NIST). (b) UTC(PTB). (c) UTC(OP). (d) UTC(ROA). () UTC(NPL). (f) UTC(KRIS). (g) UTCAT). (h) UTC(CNM). (i) UTC(ORB). (j) UTC(USNO).

The dynamic Allan deviation [69] is an appropriate tool for
analyzing the evolution of the UTC(k) scales and for better
understanding their instability. This approach allows for the
objective identification of the distinct stages or events that
define each UTC(k) timescale. Fig. 2 shows the graphs of the

dynamic Allan deviation corresponding to the different UTC-
UTC(k) comparisons. The computation used one-year datasets
consisting of 73 Circular T data points, one data point every
five days, and shifted the entire dataset by one data point at
a time. By varying the number of points in the datasets, the
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Fig. 2. Graphs of the dynamic Allan deviation of the different UTC-UTC(k) comparisons corresponding to the measurements in Fig. 1.

surface of the graphs can, of course, become smoother or less III. UTC PERFORMANCE
smooth, hiding or showing details visible in the short term.

Using a one-year dataset provides enough resolution t0 see  step in the formation of UTC. EAL is formed using a weighted
the changes that occur from year to year, but also provides average of the AHMs and cesium atomic clocks that are
statistical results that have an acceptable confidence level. located at the UTC(k) laboratories. Between 1997 and 2013

As previously mentioned, the formation of EAL is the first
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Fig. 3. Total number of clocks participating effectively (clocks
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Fig. 4. Percentage of clocks participating effectively (clocks with
nonzero weights) in EAL according to information published by BIPM
from January 1998 to December 2023 (https://webtai.bipm.org/ftp/pub/
tai/other-products/stats/distribution.txt).

the total number of clocks participating in EAL (with nonzero
weights) increased almost linearly from approximately 180 to
350 clocks (see Fig. 3), reaching a maximum value of 395 in
October 2017. The number subsequently dropped, reaching,
324 in 2022. However, the drop in the number of clocks has
not compromised the performance of UTC because, among
other reasons, the percentage of AHMs in the total clock
population has increased from 20 % to more than 40 % (see
Fig. 4). An AHM has short-term stability (r < 7 days) that
is about 100x better than a commercial cesium beam clock,
and its noise floor, reached in a period about 10000x shorter,
is about 5x to 10x lower.

The increase in the proportion of AHM is attributed to an
update of the weighting algorithm in the 2014 [70] with a
new frequency prediction algorithm [71], which introduced
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Fig. 5. Primary frequency standards and secondary representations of the sec-
ond participating to TAI. Data obtained from https://webtai.bipm.org/database/
show_psfs.html. Each point represents the average by year.

the quadratic model in phase data for the atomic clocks. This
allowed the consideration of the frequency drift of the AHMs
and the aging rate of cesium clocks, making the worldwide
ensemble of atomic clocks more efficient. The weighting
strategy applied in UTC considers the prediction used in
calculating EAL and is based on the principle that a good clock
is a stable and predictable clock. Since 2016, no commercial
cesium beam clock has received maximum weight in the EAL
calculation, which justifies the increased use of AHMs in
UTC(k) laboratories. An AHM costs about 4x more than a
cesium beam clock, but its life expectancy is about 4 x longer.
However, an AHM requires more demanding environmental
control (temperature, pressure, EM, and mechanical isolation)
and continuous telemetry monitoring to ensure the best
metrological performance.

UTC has also benefited from improvements to TAI that are
related to the improvements in the Primary and Secondary
Frequency Standards (PFS/SFS), which steer TAI so that it
maintains agreement with the definition of the International
System (SI) second. The steering correction is determined
by comparing the EAL frequency with that of the PFS/SFS.
Based on information published by BIPM, Fig. 5 presents the
evolution of PFS and SFS participating in the TAI production.
The increase in the number of cesium fountain clocks and
optical clocks has been notable since 2017. The coexistence
of microwave and optical clocks is paving the way to an
eventual redefinition of the SI second in terms of a unique
optical transition, or a combination of optical transitions [72].

Finally, to complete the analysis of the 25 years performance
of UTC, the three-corner hat method [73] was employed to
assess the absolute dynamic instability of UTC. To do this,
we used the Allan variance of UTC-UTC(k;), UTC-UTC(k;),

and UTC(k;)-UTC(k;) differences, denoted as o7, o)%j , and
ayzl_’_, respectively, for a given averaging time t and MJD. As a

first approximation, we assume that algebraic separation of
individual variances is possible so that we can estimate the
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absolute instability of UTC, represented by oy, as

1
2 2 2 2
UYUTC = 5 (Gyf + U.V/ - U}'ij)' (3)

Data from the graphs featured in Fig. 2 were used to calcu-
late the absolute instability of UTC along with (3). It is impor-
tant to mention that for some combination of k;, k;, 7, and
MID, it is possible to obtain some invalid values (Uyzmc < 0).
To overcome this limitation, a simple average is calculated
using different combinations of laboratories. Then, the simple
average of the UTC Allan variance, using n laboratories is

taken from all valid three-corner hats as

n—1 n
2 1
20y z ‘ z : 2 2 2
(UyUTC) - n(n—1) 4 5(0% + ij — Uy;/)' 4)

i=1 j=i+1

For a given number of laboratories n, it is possible to have
n(n — 1)/2 combinations of UTC-UTC(k;), UTC-UTC(k;),
and UTC(k; )-UTC(k ;) measurements to solve the three-corner
hat. In each iteration, n(n — 1)/2 values of o, are found,
which are averaged. When the result of the three-corner
hat in any of the possible combinations is invalid (negative
variances), it is removed from the average. That is, if out of
the n(n—1)/2 calculations x invalid values appear, the average
is performed with [n(n — 1)/2] — x valid values. It should be
noted that the multiple calculations of o, together with its
average, enhance the UTC instability estimation and ensure
that variances are positive.

Fig. 6 shows the simple average dynamic Allan deviation
obtained with (4).

For Fig. 6, n = 5 laboratories were used to calculate
the dynamic Allan deviation of UTC, that is, n(n — 1)/2 =
10 calculations of o, were used to perform the averages in
each iteration. The laboratories used to calculate the dynamic
Allan deviation were NIST, NPL, OP, PTB, and USNO.
These laboratories were chosen due to their lower percentage
(approximately 40 %) of invalid data in the calculation of UTC
instability.

To conclude this analysis and model the behavior of UTC
instability over time, we make a base 10 exponential fit to the
data of Fig. 6 in the MID-ADEV plane. Then, the absolute
instability of UTC for a given t can be modeled as

Oy (T, 1) ~ 10707 gy (1) (5)

where oy, is a function of the averaging time 7. ¢ is the elapsed
time since MJD 50814 (January 1, 1998) and t9(7) is the
“tenth-life” time in which o,.(7) decreases by one order of
magnitude for the particular value of t. This results in values
of oy, (t =5days) =5.6 x 1079 and fo(r = Sdays) =
18.9 years.

If the performance trend of the last 25 years continues, in ten
years, the UTC instability is expected to be 7.8 x 1077 for
T = 5 days. Similarly, o, (t = lyear) = 1 x 1071 and
tio(t = lyear) = 16.7 years. Therefore, the instability of
UTC could be reduced to 1.1 x 107'7 for = 1 year in
about a decade. It should be noted that to obtain these latter
values, it is necessary to use datasets of at least three years in
the computation of the dynamic Allan deviation. Fig. 7 shows
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Fig. 6. Graph of the simple average dynamic Allan deviation of UTC.

simple average dynamic Allan deviation of UTC for
T =5 days and 7 = 1 year, as well as their respective fittings
using (5).

It is pertinent to make some comments on the results
shown. The UTC-UTC(k) measurements include noise due
to the different time transfer links. It is not possible to
assess the instability of each UTC(k) for averaging times less
than five days, as there are no available data of continuous
measurements, by other more direct means, for all laboratories
and during the period analyzed (25 years).

In applying the three-corner hat method, it is strictly
necessary to satisfy the condition of statistical independence,
which requires having UTC-UTC(k;), UTC-UTC(k;), and
UTC(k;)-UTC(k;) measurements obtained independently.
However, even under ideal conditions, there will always be
some level of correlation between UTC and UTC(k), as the
primary goal of laboratories is to keep UTC-UTC(k) as close
to zero as possible. This study represents an effort to estimate
the simple and weighted average dynamic Allan deviation of
UTC using the available data.

To evaluate our results, we computed the dynamic Allan
deviation using the frequency difference (d) between PFS/SFS
and TAI [74] (Fig. 8). The d values can be considered reliable
to compute the instability of TAI for v = 30 days [3]. Fig. 8
also shows results presented in this article for UTC instability
for T = 30 days. As can be seen in that figure, our results
are in good agreement with those for TAIL In particular, both
results have the same slope in the last 18 years as the simple
average. A systematic difference by a factor of three can also
be observed between the two graphs, associated with the noise
differences between the time transfer links used.

To increase the confidence in our results presented in
Figs. 6-8, we computed the average dynamic Allan deviation
(simple and weighted) of UTC using data from all 10 UTC(k)
laboratories discussed in Section II. For the weighted dynamic
Allan deviation of UTC, we used weights defined by the
relation @y, = (1/02. /(XL 1/02 ), where oy,
represents the Allan variance of the ith laboratory. Results of
the average dynamic Allan deviation (simple and weighted) of
UTC using all 10 UTC(k) laboratories are presented in Fig. 9.

We found that the UTC instability decreasing rates (time
required to decrease instability by one order of magnitude) are
23.7 and 29.9 years, respectively. In contrast, the instability
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Fig. 7. Graph of the simple average dynamic Allan deviation of UTC for

v = 5 days (blue), © = 1 year (green), and the corresponding fits in red
(dotted for v = 5 days and dashed-dotted for T = 1 year) represent fittings
using (5), while the shaded areas represent the confidence intervals.
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Fig. 8.  Graph shows the simple average dynamic Allan deviation of the

frequency difference (d) between PFS/SES and TAI (green) and UTC for
v = 30 days (blue) using 5 UTC(k) laboratories selected to calculate data
included in Fig. 6. The red dashed-dotted line is the fit over the entire data,
while the orange dashed line is the fit over the past 18 years, both for UTC
and the black dotted line is the fit over the past 25 years for TAIL. The shaded
areas represent the calculation confidence intervals.

decreasing rate when using data from the five best laboratories
(those with the most stable UTC(k) timescales and fewer
negative variance values) in a simple average scheme is
26.3 years. As observed, the instability decreasing rate when
using data from the five best laboratories in a simple average
scheme falls between the values obtained when data from all
10 laboratories are used (with a simple average and a weighted
average). This outcome is expected, as using a simple average
with data from all ten laboratories allows those with larger
instability values to dominate the result. However, when data
from those ten labs are used in a weighted average scheme,
laboratories with smaller instability values tend to dominate
the result. In summary, using the data from the most stable
UTC(k) laboratories in a simple average scheme provides a
good estimation of UTC stability.

The graph in Fig. 10 shows the progress in microwave
clocks over the last 25 years [75], [76], [77]. Their fractional
frequency uncertainty has decreased by an order of magnitude
in about 17 years, which is consistent with the results
presented here.
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Fig. 9.  Graph shows the average dynamic Allan deviation (simple and

weighted in blue and orange, respectively) of the frequency difference (d)
between PFS/SFS and TAI (green) and UTC for t = 30 days (blue) using all
10 UTC(k) laboratories presented in Section II. The red dashed-dotted line
and the cyan line represent the fits over the entire dataset using the simple and
weighted averages, respectively. The black dotted line represents the fit over
the past 25 years for TAIL The shaded areas indicate the confidence intervals
of the calculations.
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Fig. 10. Progress of the last 25 years of the microwave and optical clocks
fractional frequency uncertainty.

IV. CONCLUSION

The UTC and UTC(k) timescales are paramount for science,
technology, economy, and safety. So far, UTC has been
calculated for more than a half-century; it has been calculated
by the BIPM since 1988, and before that by its predecessor, the
International Time Bureau (BIH), since the early 1970s. The
evolution of UTC and the UTC(k) timescales has been closely
related to advances in science and technology. During the
last 25 years, contributions of cold atom frequency standards
and optical frequency standards have been included in the
calculation of TAI and UTC, as well as in the computation
of some UTC(k) timescales. Advances in time and frequency
time transfer techniques also improve UTC computation.

Our analysis of the performance of UTC and some UTC(k)
timescales during the last estimates of 25 years has found that
their instability has decreased by about one order of magnitude
in periods of about 19 years where v = 5 days and 17 years
where T = 1 year. This rate of improvement can be exceeded
in future years if fully hybrid UTC(k) timescales are developed
that take advantage of an optical re-definition of the SI second.
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