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Instabilities in Time/Frequency Transfer Systems
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Abstract: The instabilities in time and frequency transfer systems, a form of residual noise,
can contribute significantly to the total uncertainty in time or frequency comparisons.
Understanding the characteristics of transfer instabilities is increasingly important with the
new high-stability optical frequency standards being developed. First-difference statistics
such as the rms Time Interval Error (TIErms), the Frequency Transfer Uncertainty (FTU), and
ADEVS (a novel use of the Allan deviation equation) provide a more direct and accurate
measure of residual noise than second-difference statistics such as the Allan Deviation
(ADEV), the Modified Allan Deviation (MDEV), and the Time Deviation (TDEV). A unifying
discussion on the use of existing first-difference statistics with residual noise, introduced
individually in two previous publications, is presented here. Simulated noise data is
then analyzed to illustrate the differences in the various statistics. Their strengths and
weaknesses are discussed. The impact of pre-averaging phase (time) data is also shown.

Keywords: time/frequency transfer; residual noise; time domain statistics

1. Introduction
The system for generating and disseminating Coordinated Universal Time (UTC)

consists of three main components [1]. First, there are the primary frequency standards
that provide the reference to the SI second. These generally do not operate continuously.
Second, there is an ensemble of about 400 mostly commercial microwave atomic frequency
standards that provide a continuous and accurately calibrated frequency reference known
as International Atomic Time (TAI), from which UTC is derived. Third, there are microwave
and radio frequency systems for time/frequency distribution around the world. Insta-
bilities in all three of these components contribute to the uncertainty in how accurately
time/frequency can be disseminated. Currently, the contributions to the total uncertainty
of a frequency comparison are about the same for the primary standards, the ensemble (if
dead time is present), and the microwave systems [1]. However, for the new optical fre-
quency standards, the instabilities in microwave transfer systems are a major impediment
to long-distance frequency comparisons.

Second-difference statistics on time (or phase), such as the Allan Deviation (ADEV) [2],
Modified Allan Deviation (MDEV) [3], and Time Deviation (TDEV) [4] were developed
to characterize the instabilities in clocks and frequency standards. These statistics are
also commonly used to characterize residual noise, but they are not well suited for this
purpose and may cause errors. Instabilities in transfer systems are an example of residual
noise, which is additive phase or time delay noise present in components or systems that
are not frequency generators or frequency references. Residual noise is more accurately
characterized with several existing first-difference statistics that can be used in novel ways.
These have been discussed in earlier papers [5–7] and are directly or indirectly available in
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software packages such as Python Allan Tools (version 2024.6) [8] and Stable32 [9]. The
goal of this paper is to provide a unified presentation illustrating the features of these
first-difference statistics, discussed for specific applications in the earlier papers, and to
provide guidelines on their use.

Often, the instabilities in transfer systems are masked by clock noise, which can
make it difficult to determine the characteristics of the residual noise. For example, in
comparing hydrogen maser-based clock ensembles with Two-Way Satellite Time and
Frequency Transfer (TWSTFT) [10], the transfer noise is only visible at time intervals less
than about one day [6]. However, techniques are available to eliminate or reduce the clock
noise. If two independent, parallel, transfer techniques, such as TWSTFT and GPS carrier
phase (GPSCP) [11] are available between two stations, the clock noise can be canceled
by calculating the difference in the two time transfer techniques, TWSTFT minus GPSCP.
This double difference contains only the combined noise of the transfer systems. Another
approach is to send a signal through a transfer system, reflect it back, and compare it to
the original signal. For time intervals longer than twice the transmission delay, the clock
instabilities are correlated and canceled. With this loopback method, the instabilities in
transmission delay can be investigated.

It is important to characterize the instabilities in time transfer systems in order to
enable accurate comparisons of remote frequency standards and maintain calibrated time
distribution systems [7]. As an example, comparisons of optical frequency standards
may require months of averaging to reduce the uncertainty introduced by a microwave
transfer system to levels below the uncertainties of the frequency standards [12]. For optical
standards to reach their full potential, a high performance worldwide optical fiber network
may be required and its stability characteristics will have to be accurately known, even if
active noise suppression is used.

2. RMS Time Interval Error and Frequency Transfer Uncertainty
In an ideal transfer system, the delay d1 at time t1 would be the same as d2 at t2, such

that d2 − d1 would be zero. However, in reality, this is not the case. Variations in di cause
delay calibrations to degrade over time and introduce real frequency errors due to the
transfer system. A statistic used to quantify d2 − d1 as a function of time interval is the
rms Time Interval Error (TIErms) [13], which is commonly used in the telecommunications
industry. This is shown in Equation (1), where τ is the time interval and n is the number
of intervals. This statistic is available in Python Allan Tools and in Stable32. It is a
first-difference statistic on time (phase) and provides a direct statistical measure of time
dispersion [14], which is important in quantifying precision and accuracy in time links.

drms(τ) = TIErms =

√
1
n∑n

i=1(di+τ − di)
2 (1)

The fractional frequency error introduced by a nonzero di+τ − di is (di+τ − di)/τ. A
first-difference statistic for characterizing this frequency error is the Frequency Transfer
Uncertainty (FTU), as shown in Equation (2). FTU is discussed in detail in [5]. The FTU is
a more direct and accurate measure of the frequency uncertainty introduced by residual
noise than the second-difference statistic ADEV. Furthermore, FTU sees a linear drift in
time (phase), which is a real frequency error, while ADEV does not note that.

FTU =
1
τ

√
1
n∑n

i=1(di+τ − di)
2 (2)

FTU =
TIErms

τ
(3)
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Though FTU is not directly available in most frequency/time analysis software pack-
ages, it can be easily calculated from TIErms, as shown in Equation (3).

TIErms can be used to determine how often a link needs to be recalibrated to maintain
a given uncertainty [7]. In the case of a frequency comparison between two standards
over an interval τ, it is necessary to know FTU at τ to properly account for the uncertainty
introduced by the residual noise in the transfer system [5].

3. TDEV and ADEVS
In addition to the time dispersion and frequency transfer uncertainty, it is quite often

useful to know the noise types in the transfer noise. This can help determine the optimum
amount of pre-averaging that can be performed on the time data to obtain the best time or
frequency transfer. TDEV is often used for this analysis. This statistic resolves the noise
types White Phase Noise (WPN), Flicker Phase Noise (FPN), and Random Walk Phase
Noise (RWPN), which are commonly found in transfer systems. However, TDEV does not
see linear drift because it is a second-difference statistic.

A better statistic is ADEVS, which was introduced in [7]. ADEVS is calculated by
applying the standard ADEV equation for fractional frequency noise data to a residual
noise time series such as double difference or loopback data. This is shown explicitly
in Equation (4), where d is the average delay over the interval τ and n is the number
of intervals. ADEVS can be readily calculated with Python Allan Tools or Stable32. For
example, when opening a file in Stable32, identify the data type as frequency, even though
it is residual phase data. Then calculate ADEV as usual. The units of ADEVS are the same
as the input data.

ADEVS =

√
1

2n∑n
i=1

(
di+τ − di

)2
(4)

Like TDEV, ADEVs can resolve WPN, FPN, and RWPN. ADEVS is also sensitive to
linear drift. ADEVS is a first-difference statistic on residual noise (as ADEV is for fractional
frequency noise data), and therefore gives a more direct and accurate measure of residual
noise than TDEV does [7]. In situations where residual noise data is not available and only
clock data can be analyzed, TDEV may have to be used to investigate transfer instabilities
at short averaging times.

In the next section, an illustration is shown of the properties of the various first and
second-difference statistics using simulated data.

4. Examples Using Simulated Residual Noise Data
A time series of simulated residual noise with 50,000 points was generated using the

noise generator in Stable32. A profile made up of WPN, FPN, and RWPN was created that
is common in some transfer systems [6]. The noise parameters for the simulated WPN,
FPN, and RWPN in Stable32 are, respectively, 1.0, 0.6, and 0.02. These numbers correspond
to ADEV at τ = 1 for each noise type. The simulated data is shown in Figure 1, where the
black curve shows the basic noise series and the gray curve shows the same data with a
significant linear drift of +4.5 × 10−4 d/t added.

Figure 2 shows the noise characteristics of the simulated data using TIErms, ADEVS,
and TDEV. TDEV is the same for the data with and without drift, so only one TDEV plot is
shown. Confidence limits for TIErms (and therefore FTU) are not available in either Stable32
or Python Allan Tools. However, the degrees of freedom for WPN, FPN, and RWPN have
been calculated in [5] for FTU, so confidence limits have been calculated for both TIErms

and FTU and are shown in the plots. TIErms does not resolve noise types very well, so
ADEVS was used for this purpose and thus enabled the correct degrees of freedom to be
calculated.
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Figure 1. Simulate residual noise data in black and with a linear drift added in gray. The vertical
axis represents the residual noise d in arbitrary units of time and the horizontal axis is the epoch t in
arbitrary units of time. A linear drift of +4.5 × 10−4 d/t was added.
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Figure 2. Noise characteristics of simulated data with drift (solid circles) and without drift (hollow
diamonds). TIErms is the time dispersion which quantifies precision and accuracy in time links.
ADEVS and TDEV resolve noise types, but ADEVS more accurately characterizes slow noise processes.
TDEV is shown only with solid circles since it is the same both with and without drift.

Both TDEV and ADEVS show that the simulated data has the expected noise character-
istics. WPN dominates at small τ and decreases as 1/

√
τ, FPN dominates at intermediate τ

values and is independent of τ, and RWPN dominates at large τ and increases as τ1/2. Both
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TDEV and ADEVS resolve these characteristics, though TDEV underestimates FPN and
RWPN levels. ADEVS is a more direct and accurate measure of slow processes. At large τ,
the impact of the linear drift is clearly seen. TDEV does not see the drift and therefore gives
erroneously small values at large τ. The impact of drift on ADEVS compared to TDEV at
τ = 8192 is more than a factor of 3.

It should also be noted that both TDEV and ADEVS are a poor measure of the time
dispersion, TIErms, which is significantly larger [7]. Therefore, TDEV and ADEVS should
not be used as estimators for time dispersion or precision. The difference between TIErms

and ADEVS at τ = 1 is due to the 1/
√

2 term in the ADEVS equation. One negative
characteristic of TIErms is that it does not resolve the different noise processes very well.

Figure 3 shows the frequency transfer uncertainty, FTU = TIErms/τ, of the simulated
data as well as ADEV and MDEV, which are often used to estimate FTU. Again, data with
and without drift have been used. As shown in Figure 3, ADEV tends to overestimate the
FTU by about 10% to 20% when no drift is present [5]. MDEV significantly underestimates
FTU unless the amount of phase averaging in MDEV is taken into accounted [6]. Then the
error can be positive or negative depending on the value of τ/τ0, where τ0 is the smallest
τ value.
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Figure 3. Frequency transfer uncertainty from the simulated data along with ADEV and MDEV. FTU
is the true frequency transfer uncertainty. ADEV and MDEV are only approximations and are the
same with and without drift.

When drift is present, the impact is again greatest at the largest τ values (see the
inset). Here, even ADEV may be too low. Though the drift is clearly visible in Figure 1,
ADEV is still a passable approximation of the true FTU. Therefore, ADEV can be used
as an acceptable (though a little high) estimate of FTU, if there is not an excessive drift
in the residual noise. If there is significant linear drift present and ADEV is used, the
frequency error introduced by the drift must be included in the frequency uncertainty
analysis. However, FTU automatically handles this, as well as higher order drift. MDEV
should not be used as an estimator for FTU.

If one is making a frequency comparison and two independent links are present, two
values of the frequency difference are obtained. If sufficient information is available about
the relative noise levels of the two links a weighted average would be used. However, if
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this information is not available, the double difference data can be helpful in determining
a useful link uncertainty. The double difference is of course the combined noise of the
two transfer systems. If an unweighted average of the two frequency difference values is
calculated, a useable link uncertainty will be FTU/2 at the appropriate τ value [5]. This may
not be the optimum value, but it is the best that can be done with the information available.

In making a phase measurement, the WPN level will be influenced by the measurement
hardware bandwidth, specifically the high frequency cutoff, fh. In the presence of WPN,
the statistics can be improved with some pre-averaging [15]. For example, the TWSTFT
and GPSCP data used by National Metrology Institutes is typically averaged over a few
minutes. To illustrate this situation, every 10 points in the data set in Figure 1 have been
averaged. Results for TIErms, ADEVS, and TDEV are shown in Figure 4 and FTU, ADEV,
and MDEV in Figure 5. The same vertical and horizontal axes as in Figures 2 and 3 are used
to facilitate comparisons with Figures 4 and 5. TDEV, ADEVS, and MDEV are unchanged
because they already involve phase averaging, but TIErms, FTU, and ADEV are improved.

Averaging of the WPN component significantly reduces the time dispersion and
improves precision at all but the largest τ. At τ = 10, the improvement is a factor of 2.1, and
at τ = 100, it is 1.7. The same relative improvement is seen in FTU and ADEV in Figure 5.
In making a frequency comparison between two standards, averaging down the WPN
component of the residual transfer noise will improve the comparison uncertainty.

Averaging is most effective on WPN, but there is also some benefit to averaging FPN.
For example, averaging 10 points on pure WPN yields an improvement of 3.16 in TIErms,
while the same averaging on pure FPN results in an improvement of only 1.7 at τ = 10. The
improvement is even less at larger τ. Averaging RWPN has almost no effect, with only a
16% improvement at τ = 10 and less at larger τ.
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Figure 4. Noise characteristics of the simulated data with a 10-point average.
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Figure 5. Frequency transfer uncertainty of the simulated data with a 10-point average.

5. Summary
Instabilities in transfer systems, commonly called residual noise, can be an important

contributor to the total uncertainty in time and frequency comparisons. Second-difference
statistics such as ADEV, MDEV, and TDEV, which were designed for analyzing clock noise,
are often used to evaluate these instabilities, but these statistics are not appropriate for
use with residual noise. They are not accurate and do not see drift. There are better
first-difference statistics that should be used. Residual noise can be obtained through
techniques such as double differencing or loopbacks. TIErms provides a direct measure
of time dispersion in residual noise and is available in Python Allan Tools and Stable
32. TIErms provides important information on the precision and accuracy of time links.
Dividing TIErms by τ provides a direct measure of the frequency transfer uncertainty, FTU
even in the presence of drift. In the absence of drift, ADEV is a reasonable estimator of
FTU, but it is typically 10 to 20% too high. When drift is present, it must be included in the
frequency transfer uncertainty analysis if ADEV is used. MDEV should not be used because
it can easily be misinterpreted and significantly underestimate the transfer uncertainty.

TDEV is often used to investigate the characteristics of residual noise, but ADEVS
(easily obtained from ADEV) is a better statistic because it directly sees slow processes and
drift. Just like ADEV is an accurate estimator for fractional frequency noise, ADEVS is an
accurate estimator for residual phase noise. TDEV underestimates FPN and RWPN. Since
ADEVS is easy to use, there is no reason to use TDEV on residual noise. Both TDEV and
ADEVS significantly underestimate time dispersion. If WPN is present, some pre-averaging
will improve TIErms and FTU. In situations where residual noise is not available, TDEV can
be used to characterize transfer noise at short averaging times if the transfer noise is larger
than the clock noise.
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