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Laser decoherence limits the stability of optical clocks by broadening the observable resonance
linewidths and adding noise during the dead time between clock probes. Correlation spectroscopy avoids
these limitations by measuring correlated atomic transitions between two ensembles, which provides a
frequency difference measurement independent of laser noise. Here, we apply this technique to perform
stability measurements between two independent clocks based on the 1S0 ↔ 3P0 transition in 27Alþ. By
stabilizing the dominant sources of differential phase noise between the two clocks, we observe coherence
between them during synchronous Ramsey interrogations as long as 8 s at a frequency of 1.12 × 1015 Hz.
The observed contrast in the correlation spectroscopy signal is consistent with the 20.6 s 3P0 state lifetime
and represents a measurement instability of ð1.8� 0.5Þ × 10−16=

ffiffiffiffiffiffiffi

τ=s
p

for averaging periods longer than
the probe duration when dead time is negligible.
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High-stability frequency comparisons are the basis of
many applications of optical atomic clocks including time
and frequency metrology [1], relativistic geodesy [2], and
tests of fundamental physics [3]. Measurements with
optical clocks are typically performed by stabilizing a laser
frequency to an atomic resonance based on measured
atomic transition probabilities [4]. Here, laser frequency
noise contributes intrinsically to measurement instability,
because it limits the probe duration [5,6], effectively
broadening the linewidth of the atomic resonance [7]. It
also introduces noise during the dead time between clock
interrogations [8]. Recent work has improved laser stability
[9] and used synchronized interrogation techniques to
remove Dick effect noise [10–12] but has not yet reached
the stability required to probe many atomic clock transi-
tions at the atomic species’ natural linewidths. Correlation
spectroscopy is an alternative frequency comparison
technique that avoids these limitations by simultaneous
interrogation of two atoms (or two atomic ensembles) with
the same laser, which allows for common-mode cancella-
tion of laser noise and probe times longer than the laser
coherence time.
To illustrate the laser-noise limitation, consider fre-

quency measurements on a two-level system with states
j↓i and j↑i [7]. A typical Ramsey sequence beginning from
j↓i involves two π=2 pulses with a controlled laser phase
difference ϕ separated by the probe duration TR [13].
We assume each π=2 pulse has a duration negligible
compared to TR. A measurement of σ̂z ¼ j↑ih↑j − j↓ih↓j
at the end of this sequence has expectation value

hσ̂zi ¼ cos ½ðωL − ω0ÞTR þ ϕ�, where ωL is the laser
frequency and ω0 is the atomic resonance frequency.
Atom-laser decoherence (for example, due to laser fre-
quency fluctuations or atomic spontaneous emission) alters
this picture by reducing the contrast of the Ramsey fringe
by a factor CðTRÞ < 1, which depends on the probe
duration. In many optical clocks, including the 27Alþ clocks
in this Letter, decoherence over the relevant timescales is
dominated by flicker-frequency noise of the laser [4]. This
limits the optimum probe duration, which has been
evaluated analytically and through numerical simula-
tion [5,6,14,15]. The reduced contrast CðTRÞ due to
flicker-frequency noise can be estimated based on the
assumption of Gaussian-distributed phase fluctuations as
CðTRÞ ¼ e−ðσ0ω0TRÞ2=2, where σ0 is the fractional flicker
noise floor of the Allan deviation. The instability at long
averaging times τ is then given by

σðτÞ ¼ 1

ω0

ffiffiffiffiffiffiffiffi

TRτ
p eðσ0ω0TRÞ2=2; ð1Þ

which has a minimum at TR ¼ 1=
ffiffiffi

2
p

σ0ω0.
To avoid this limit, in correlation spectroscopy, two

atoms or atomic ensembles are probed simultaneously with
the same laser, and their frequency difference is determined
by measurements of the parity operator, Π̂ ¼ σ̂z;1 ⊗ σ̂z;2.
For unentangled atoms in a pure quantum state, hΠ̂i ¼
hσ̂z;1ihσ̂z;2i ¼ cos ðΔ1TR þ ϕ1Þ cos ðΔ2TR þ ϕ2Þ, where
we have defined Δi ≡ ωL − ω0;i and i is an index that
refers to each atom. We can separate hΠ̂i into terms that
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depend on the sum and difference frequency detunings
Δ� ≡ Δ1 � Δ2 and phases ϕ� ≡ ϕ1 � ϕ2 such that

hΠ̂i ¼ 1

2
½cosðΔþTR þ ϕþÞ þ cosðΔ−TR þ ϕ−Þ�: ð2Þ

At probe durations long compared to the laser coherence
time, the first term in Eq. (2) averages to zero. The
fundamental limit in coherence time for a particular clock
transition is given by the spontaneous decay rate Γ
(typically, the rate of decay from the excited state). If a
spontaneous decay event occurs during the Ramsey probe
duration, the second Ramsey π=2 pulse places the atom in
an equal superposition of up and down. Including sponta-
neous decay and assuming no laser coherence, Eq. (2)
becomes

hΠ̂i ¼ 1

2
e−ΓTR cos ðΔ−TR þ ϕ−Þ: ð3Þ

Since Δ− ¼ ω0;1 − ω0;2, Eq. (3) represents a direct atom-
atom frequency measurement that is independent of the
laser noise. The fractional instability of a frequency ratio
measurement at this lifetime limit is given by

σCðτÞ ¼
2

ω0

ffiffiffiffiffiffiffiffi

TRτ
p eΓTR; ð4Þ

where we have used ω0;i ≈ ω0. The optimum probe
duration for a correlation spectroscopy comparison is then
TR;opt ¼ 1=ð2ΓÞ [15].
Previous implementations of correlation spectroscopy

for optical clocks used two or more ions [16–21] or neutral
atomic ensembles [22,23] confined in the same trap. In
these experiments, the atoms were colocated to within a few
microns such that differential effects including optical path
length fluctuations and noise due to variations in the
ambient electromagnetic field were naturally suppressed.
Using this technique for many clock applications requires
implementation in spatially separated optical clocks, where
differential noise can limit their relative coherence. Here,
by suppressing sources of differential noise, in both the
probe laser beams and the atomic resonance frequencies,
we demonstrate correlation spectroscopy between two
independent clocks and observe linewidths approaching
the ultimate limit of resolution from the 27Alþ 3P0 excited-
state lifetime of 20.6 s [24].
We implement correlation spectroscopy using two opti-

cal atomic clocks based on quantum logic spectroscopy of
the 1S0 ↔ 3P0 transition in 27Alþ. A key difference between
the two optical clocks is the choice of qubit species, which
is used for sympathetic cooling and state readout [25]. One
of these systems, using 25Mgþ as the qubit, has recently
been evaluated to have a systematic fractional frequency
uncertainty ofΔf=f ¼ 9.4 × 10−19 [26]. The second, using
40Caþ as a qubit, is a newly developed clock with improved

control of some systematic uncertainties, but its
error budget has not been fully evaluated. In what
follows, we identify these two systems as 25Mgþ=27Alþ
and 40Caþ=27Alþ, respectively.
The two clocks are located on optical tables spaced

roughly 3 m apart. A diagram of the experiment is given in
Fig. 1(a). All laser systems used for cooling and manipu-
lation of the qubit ions are independent; however, the 27Alþ
laser systems (3P1 and 3P0) both share a common source for
the two clocks. The 267 nm laser light used to drive the
1S0 ↔ 3P0 clock transition is generated on the 40Caþ=27Alþ
optical table and sent to the 25Mgþ=27Alþ table via a 6-m-
long UV-cured photonic crystal fiber [27].
Using the same laser source for the two clocks allows

for precise control of the differential phase in the probe
pulses by active suppression of Doppler noise in the
optical fibers and free-space optical paths [28,29]. A
diagram of the path-length stabilization setup is given
in Fig. 1, where the total path length between the two ions
is ≈10 m. Part of the laser beams are retroreflected close
to where they enter the two vacuum systems and form a
beat note near the output of the UV frequency doubler.
The relative phase noise in this beat note is measured
using an avalanche photodiode and is stabilized by

FIG. 1. Schematic of the correlation spectroscopy experiment,
including the laser path-length stabilization and active magnetic
field stabilization setups. Here fBeat ¼ 2ðf1 − f2Þ is phase locked
to a maser-referenced 10 MHz signal, and the relative phase is
corrected by modulating the path 2 AOM, denoted by f2 þ δf.
The magnetic field is stabilized using measurements from single-
axis flux gate sensors (shown as yellow circles) oriented along the
quantization axis Bq. In the 25Mgþ=27Alþ clock, two pairs of coils
are used, while in the 40Caþ=27Alþ system there is only one.
Boxes labeled ×2 denote frequency doubling of the input light
where the final light sent to the atomic clocks is at 267.4 nm.
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controlling an acousto-optic modulator (AOM) frequency
in the 25Mgþ=27Alþ path. In out-of-loop measurements
using a test setup comparable to the setup in Fig. 1, we
observe differential phase fluctuations below π=20 at
Ramsey probe durations as long as 12 s [15]. This residual
noise is likely limited by the short, out-of-loop, open-air
paths such as those before the ion traps.
Another effect that can limit the atom-atom coherence of

the two systems is fluctuations of the local magnetic fields.
To minimize the corresponding Zeeman shifts in each
clock, we servo the magnetic field based on measurements
with multiple flux gate magnetometers placed close to the
vacuum chamber and oriented along the clock quantization
axis. A linear combination of these measurements is used to
estimate the magnetic field at the ion, and corrections are
made using a set of Helmholtz coils mounted around each
optical table. Using these active stabilization techniques,
we reduce the magnetic field noise amplitude to below
20 μG (1 G ¼ 10−4 T) for averaging times as long as
103 s [15].
Both the 1S0 and 3P0 states in 27Alþ have magnetic

quantum number F ¼ 5=2. We performed initial correla-
tion spectroscopy experiments on the j1S0; mF ¼ 5=2i ↔
j3P0; mF ¼ 5=2i transition, which has a sensitivity to
magnetic fields of −4.2 kHz=G. Through numerical sim-
ulations using measured magnetic field noise, we found
that this residual magnetic field noise was still a limitation
[15]. To further reduce the effect of magnetic field noise,
we switched to probing the j1S0; mF ¼ 3=2i ↔ j3P0; mF ¼
1=2i transition. This transition has a sensitivity to magnetic
fields of 0.28 kHz=G, a factor of 15 reduction in sensitivity
compared to the typical clock transition.
During a measurement run, we use the measurement

outcome of the previous experimental cycle as projective
state preparation for the next such that j↓i can be either the
1S0 or 3P0 state. Parity measurements are made by observ-
ing if a transition in each ion state has occurred since the
previous interrogation. A parity of þ1 corresponds to both
atoms making a transition or both not making a transition,
whereas a parity of −1 corresponds to only one of the two
ions making a transition. To generate the parity fringes seen
in Fig. 2, the 40Caþ=27Alþ clock is interrogated with a
constant Ramsey phase ϕ1, while the 25Mgþ=27Alþ clock
scans its phase ϕ2, relative to the 40Caþ=27Alþ clock.
Scanning the relative phase between the two
systems’ second π=2 pulses allows the coherence between
the two systems to be observed. Each point on the fringe is
probed ≳50 times to average down the quantum projec-
tion noise.
In these parity phase scans, we observe atom-atom

coherence well beyond the coherence time of the laser
(460� 30 ms), which has been measured using a single ion
[15]. Because of periodic interruptions from ion loss and
other effects [15], the fringes in Fig. 2 accumulate data from
multiple runs of the experiment and span total measurement

durations as long as 4 h. The fringe contrast, thus,
represents all atom-atom decoherence mechanisms that
act on timescales of seconds as well as long-term frequency
drifts that act on timescales of hours. To maintain the laser
frequency near resonance for the Ramsey π=2 pulses
between these runs, common-mode adjustments to the
laser frequency were made.
Fits of the function hΠ̂ðϕ−Þi ¼ C cosðϕ− − ϕ0Þ to the

parity data in Fig. 2 are used to extract the contrast C, phase
ϕ0, and their associated uncertainties. The uncertainties are
obtained by a nonparametric bootstrapping method [15,30].
A plot of the measured contrast as a function of the
Ramsey probe duration can be seen in Fig. 3, showing
data taken on the less magnetically sensitive j1S0; mF ¼
3=2i ↔ j3P0; mF ¼ 1=2i transition as well as initial
data taken on the j1S0; mF ¼ 5=2i ↔ j3P0; mF ¼ 5=2i

FIG. 2. Parity fringes obtained for Ramsey probe durations
between 0.5 and 8 s (upper right labels). Here, the transition used
for correlation spectroscopy is the j1S0; mF ¼ 3=2i ↔
j3P0; mF ¼ 1=2i transition. Experimental data (dots) are shown
with error bars dominated by quantum projection noise. Fits to
these parity fringes (lines) and their 1σ confidence intervals
(shaded region) are determined by resampling the data using
nonparametric bootstrapping methods. The maximum obtainable
parity amplitude (gray dashed lines) due to the finite lifetime of
the two 27Alþ ions is calculated using Eq. (3).
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transition. The noise suppression due to the magnetic field
servo is comparable in both of these datasets, and the
improvement in the contrast is due to the reduced magnetic
sensitivity of the j1S0; mF ¼ 3=2i ↔ j3P0; mF ¼ 1=2i
transition.
The decay time of the contrast for experiments

on the j1S0; mF ¼ 3=2i ↔ j3P0; mF ¼ 1=2i transition is
measured to be td ¼ 19� 11 s. This value is much longer
than the measured laser coherence time of 460� 30 ms
and is consistent with the decay time of 20.6 s expected due
to the finite excited-state lifetime. However, we observe a
20(8)% reduction in the contrast from the ideal value of 0.5
set by Eq. (3). We attribute this primarily to errors in the
27Alþ state preparation and π-pulse infidelity when driving
the clock transition.
The contrast of the fringes can be used to estimate

the achievable measurement instability for correlation
spectroscopy comparisons between the two clocks [18],
using

σest ¼
1

ω0CðTRÞ
ffiffiffiffiffiffi

TR
p : ð5Þ

We find instability as low as σest ¼ ð1.8� 0.5Þ ×
10−16=

ffiffiffiffiffiffiffi

τ=s
p

at TR ¼ 8 s, which corresponds to the
achievable instability given the observed contrast if there

is no dead time in the measurement, and all probes were
made at the relative phases where the parity slope is the
highest. In our experiment, for the longer probe durations,
we have negligible overhead due to state preparation and
measurement but suffer from frequent interruptions due to
collisions with background gas. Furthermore, in these
demonstration experiments, some of the duty cycle is
spent probing at relative phases with low slope that
provide minimal information about the frequency differ-
ence of the clocks. An estimate of the achieved measure-
ment instability assumes a total averaging time τtot
including all dead time during the measurement runs
and the phase uncertainty σϕ determined from the fit of the
parity fringe,

σachieved ¼
σϕ

ffiffiffiffiffiffi

τtot
p

TRω0

: ð6Þ

For TR ¼ 8 s, this gives ð2.8� 0.6Þ × 10−16=
ffiffiffiffiffiffiffi

τ=s
p

as
shown in Fig. 3.
In summary, we have demonstrated atomic coherence at

probe durations as long as 8 s between optical resonances
of two 27Alþ ions held in separate traps. The contrast 1=e
decay time of td ¼ 19� 11 s is consistent with the 20.6 s
excited-state lifetime (corresponding to 2.3 × 1016 optical
cycles). Coherence at this level is sufficient to reach a

FIG. 3. (a) Contrast as a function of the probe duration. The measured contrast (solid points) and associated uncertainty come from fits
to the parity fringes. For comparison, a fit to the laser-coherence-limited Ramsey spectroscopy contrast [15] (red line) and the calculated
upper bound on the correlation spectroscopy contrast set by the lifetime limit (black line) are plotted. A fit to the experimental points
using the model function A exp−TR=td is determined, where A is the contrast and td is the decay time. Fitting with this function gives
A ¼ 0.4� 0.04 and td ¼ 19� 11 s for j1S0; mF ¼ 3=2i ↔ j3P0; mF ¼ 1=2i and A ¼ 0.4� 0.06 and td ¼ 4� 2 s for
j1S0; mF ¼ 5=2i ↔ j3P0; mF ¼ 5=2i. (b) Comparison of the instability calculations and measurements as a function of probe duration.
The instability σupper, calculated using Eq. (6), is shown with green dots. This can be compared with the instability σest determined with
Eq. (5) shown with blue dots. A lower bound on the instability is given by the lifetime limit [black line, Eq. (4)], which assumes a
randomized laser phase at all probe durations. Also included is an estimate of the instability at the laser-noise limit both from the
analytical estimate [red line, Eq. (1)] and a numerical simulation (red points) assuming a flicker-frequency noise floor at
4.4 × 10−16

ffiffiffiffiffiffiffi

τ=s
p

. Numerical simulations stop at a probe duration of ≈200 ms due to fringe hops occurring in our numerical
simulation. For all theoretical estimates, we assume a dead time of only 0.1 s (the average single-cycle dead time of our clocks), which
has negligible impact at longer probe durations. The inset displays the Allan deviation of the frequency ratio measurement at a Ramsey
probe duration of 8 s (details and data for other probe durations are given in Supplemental Material [15]).
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ratio measurement instability below 3 × 10−16=
ffiffiffiffiffiffiffi

τ=s
p

for averaging times τ ≫ TR. This stability supports a
relative frequency measurement with statistical uncertainty
1 × 10−18 in a single day of averaging.
Correlation spectroscopy between spatially separate

atomic clocks can improve measurement precision for
many applications of optical clocks in which a direct
atom-atom comparison is needed. For example, relativistic
geodesy measures the gravitational potential difference
between two geographical locations by observing a relative
frequency shift between atoms located at those points [2].
This has been proposed as an alternative to existing
geodetic survey techniques with potential advantages in
terms of spatial and temporal resolution. By extending the
probe duration beyond the laser coherence limit, future
geodetic surveys could use portable laser systems with
relatively poor stability compared to the best laboratory
systems but still average quickly to the limits imposed by
clock accuracy. Similarly, extensions of this technique
[31,32] to optical clocks based on different atomic species
could be used to measure or constrain the time variation of
fundamental constants and to search for ultralight dark
matter [3]. These searches can achieve greater resolution by
avoiding laser noise limits.
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