
 

Quadruply Ionized Barium as a Candidate for a High-Accuracy Optical Clock
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We identify Ba4þ (Te-like) as a promising candidate for a high-accuracy optical clock. The lowest-lying
electronic states are part of a 3PJ fine structure manifold with anomalous energy ordering, being
nonmonotonic in J. We propose a clock based on the 338.8 THz electric quadrupole transition between the
ground (3P2) and first-excited (3P0) electronic states. We perform relativistic many-body calculations to
determine relevant properties of this ion. The lifetime of the excited clock state is found to be several
seconds, accommodating low statistical uncertainty with a single ion for practical averaging times. The
differential static scalar polarizability is found to be small and negative, providing suppressed sensitivity to
blackbody radiation while simultaneously allowing cancellation of Stark and excess micromotion shifts.
With the exception of Hgþ and Ybþ, sensitivity to variation of the fine structure constant is greater than
other optical clocks thus far demonstrated.
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The past two decades have witnessed the rise of atomic
clocks based on optical transitions [1]. State-of-the-art
optical atomic clocks interrogate either an ensemble of
neutral atoms confined in an optical lattice [2–6] or an
individual ion confined in a Paul trap [7–11]. In the case
of the Alþ clock, with the lowest reported fractional
inaccuracy at 9.4 × 10−19 [11], the single Alþ “clock”
ion is co-trapped with an ancillary “logic” ion (e.g., Beþ,
Mgþ, or Caþ), which facilitates cooling, state initialization,
and state detection via quantum-logic spectroscopy [12].
Beyond their metrological role as frequency references,
optical clocks can be used to examine fundamental aspects
of nature [13] and hold promise for novel applications such
as relativistic geodesy [4,14].
Ion clocks demonstrated thus far employ singly charged

ions. Schiller [15] and Berengut et al. [16] pointed out that
optical transitions in highly charged ions can amplify
signatures of “new physics,” such as variation of the fine
structure constant α, while also possessing a high natural
quality factor and insusceptibility to environmental pertur-
bations (generally qualifying them as clock transitions).
This spawned a plethora of theoretical works focused on
highly charged ion optical clocks [17–33]. While several
challenges must be overcome to ultimately realize a
competitive clock based on highly charged ions, experi-
mental headway has been made towards this goal [34–40].
In particular, high-resolution quantum logic spectroscopy
was recently demonstrated with an Ar13þ=Beþ ion pair
[40]. This represents an important step, as highly charged
ions presumably require quantum logic techniques due to
an absence of accessible electric dipole (E1) cycling
transitions. For this proof-of-principle work, a fine

structure transition in Ar13þ served the role of the clock
transition.
Prior to the experimental work of Ref. [40], Yudin et al.

[28] proposed optical clocks based on fine structure
transitions in multiply charged ions (with ionization degree
between 2 and 17). They argued that such clocks could
potentially realize systematic uncertainties below the 10−20

fractional level. In addition to this, favorable aspects
include theoretical tractability of the atomic structure
and low multiplicity of the clock states. The latter is an
attractive feature, as fidelity of the quantum logic tech-
niques can be challenged with high multiplicity of the clock
states. Despite the benefits of the fine structure transitions
proposed in Ref. [28], a notable drawback is that the natural
lifetime of the excited clock state limits the statistical
uncertainty that can be attained with practical averaging
times. Assuming Ramsey spectroscopy with near-unity
duty cycle, ideal π=2 pulse areas, and measurement noise
only due to projection of the quantum superposition state
[41], the optimal Ramsey interrogation time is equal to the
natural lifetime of the excited clock state, with a single-ion
fractional instability given by [32,42]

σyðtÞ ¼
0.412

ν0
ffiffiffiffi

τt
p : ð1Þ

Here ν0 is the clock frequency, τ is the lifetime of the
excited clock state, and t is the averaging time. Using
Eq. (1), the fine structure transitions considered in Ref. [28]
all have σyðtÞ > 3 × 10−15=

ffiffiffiffiffiffi

t=s
p

. An entire year of
continuous averaging, for example, would procure a frac-
tional statistical uncertainty no better than 5 × 10−19.
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By comparison, optical lattice clocks are presently capable
of such measurement precision with just a few hours of
averaging [43,44].
While long lifetimes are a critical feature for clock states,

exceptionally long lifetimes can introduce several chal-
lenges. For one, determining the transition frequency
adequately enough to undertake precision spectroscopy
can be a formidable challenge in itself (an example being
the elusive thorium nuclear clock transition [45,46]). A
more enduring problem is posed by the high laser intensity
required to directly drive the transition, which may be
practically infeasible or lead to large frequency shifts.
While methods have been developed to mitigate probe-
related shifts in atomic clocks [47,48], even small
imperfections in their implementation may translate to
appreciable clock error [49]. Finally, while longer lifetimes
imply lower instability according to Eq. (1), local oscillator
noise sets a practical constraint on the interrogation time.
State-of-the-art cavity-stabilized lasers, developed for opti-
cal clocks, presently accommodate interrogation times of
tens of seconds [50,51], with no gain to be had from clock
state lifetimes greatly exceeding this technical limitation.
Here we propose an optical clock based on a fine

structure transition in Ba4þ. Figure 1 presents the low-
lying (< 50 000 cm−1) energy spectrum of Ba4þ. These
energy levels are experimentally known to ∼1 cm−1 [52].
The lowest three electronic states are part of a 3PJ fine
structure manifold connected by optical transitions.
Notably, this 3PJ fine structure manifold has an anomalous
energy ordering, being nonmonotonic in J. Specifically, the
3P1 state lies above, rather than between, the 3P0 and 3P2

states. As a consequence of this anomalous ordering, the
first-excited state (3P0) cannot relax to the ground state
(3P2) via magnetic dipole (M1) decay. It can relax,
however, via electric quadrupole (E2) decay. As a general
rule for optical transitions in atomic systems, allowed E2

decay is appreciably weaker than allowed M1 decay. This
opens up the possibility of an optical clock based on the
3P2 → 3P0 fine structure transition, with the lifetime of the
3P0 state being neither adversely short nor adversely long.
At the same time, benefits of the fine structure transitions
proposed in Ref. [28] still apply, including theoretical
tractability, low clock state multiplicity, and the potential
for low systematic uncertainty. In addition, the relatively
low ionization energy (≈60 eV) makes Ba4þ an excellent
candidate for production using compact ion sources [53].
This is in contrast to many highly charged ions identified as
optical clock candidates in other works, which require ion
sources operating at multi-keV electron beam energies
(e.g., ≈100 keV for 207Pb81þ) [54]. Such ion sources tend
to be located at dedicated high-energy facilities that are
not well suited for high-precision laser spectroscopy
experiments.
Barium has several stable isotopes, all of which have

nuclear spin I ¼ 0 or I ¼ 3=2. Both spin values offer
distinct advantages. For I ¼ 3=2, the first order E2 shift can
be suppressed, as described in Ref. [28]. Namely, the 3P2

hyperfine manifold contains an F ¼ 1=2 state, which has a
vanishing E2 moment and may be taken as the lower
clock state. Meanwhile, the E2 moment for the 3P0 state
(F ¼ I ¼ 3=2) will be largely suppressed, as it arises from
hyperfine mixing with J ≠ 0 electronic states [55]. The
I ¼ 3=2 isotopes are subject to a first order Zeeman (i.e.,
M1) shift, although this shift may be canceled using
averaging techniques [56,57]. However, higher order
effects involving M1 and E2 interactions are of concern,
as these shifts arise primarily due to mixing within the 3P2

hyperfine manifold. That is,M1 and E2 interactions couple
the 3P2, F ¼ 1=2 clock state to the nearby 3P2, F ≠ 1=2
states, with small energy denominators entering the corre-
sponding perturbation expressions. As a practical matter,
we note that to mitigate line-pulling effects, a sufficiently
large bias magnetic field would need to be applied to lift
degeneracy of the 3P0, F ¼ 3=2 clock state, which has a g
factor orders-of-magnitude smaller than the 3P2, F ¼ 1=2
clock state. For the I ¼ 0 isotopes, the atomic structure is
simpler, as there is no hyperfine structure. This implies
lower clock state multiplicity (six substates, compared to
24). The first order Zeeman and E2 shifts may be
appreciable, but they can be canceled using averaging
techniques [56,57]. Importantly, with the absence of hyper-
fine structure, higher order shifts involving M1 and E2
interactions will be largely suppressed compared to the
I ≠ 0 case. In the remainder, we assume the isotope 138Ba,
which has I ¼ 0 and a natural abundance of 71.7% [54].
To study this prospective clock in more detail, we

perform ab initio relativistic many-body calculations. We
treat Ba4þ as a six-valence-electron system. The configu-
ration interaction method is supplemented with many-body
perturbation theory to account for correlations between the
valence electrons as well as correlations with the core

FIG. 1. The lowest-lying states in Ba4þ. All states have
electronic configuration ½Kr�4d105s25p4. Arrows show all M1
(light orange) and E2 (dark blue) decay channels for these states,
with calculated decay rates given in units of s−1. The proposed
clock transition is between the ground state and the first-excited
state, 3P2 → 3P0, with a transition frequency of 338.8 THz
(wavelength of 884.8 nm) and a natural lifetime for the excited
state of 8.3 s.
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(CIþMBPT method). We start with a Dirac-Hartree-Fock
(DHF) description of the core in absence of the valence
electrons. The resulting DHF potential is used to generate
single-electron orbitals, from which the many-electron
basis states are constructed for computing the CI matrix.
The basis is taken to include states with single and double
excitations from a reference configuration (e.g., the 5s25p4

ground state configuration). To restrict the basis and ensure
a CI matrix of manageable size, high-energy states are
treated perturbatively (the CIPT method). E1, M1, and E2
matrix elements are computed using the random-phase
approximation (RPA). More details on these computational
techniques can be found, e.g., in Refs. [58–61].
In Fig. 1, we present calculated decay rates for the lowest-

lying states of Ba4þ, including all M1 and E2 decay
channels. As expected, we observe that the E2 decay is
generally weaker than theM1 decay. For the 3P0 clock state,
the calculated E2 decay rate is 0.12 s−1, corresponding to a
lifetime of 8.3 s. Using Eq. (1), we find a potential fractional
instability of σyðtÞ ¼ 4 × 10−16=

ffiffiffiffiffiffi

t=s
p

. A fractional statis-
tical uncertainty of 5 × 10−19, for instance, could conceiv-
ably be obtained with just one week of averaging.
To first approximation, the blackbody radiation (BBR)

frequency shift reads −ð1=2hÞhE2iΔα, where h is Planck’s
constant and hE2i is the mean-squared electric field of the
BBR. Here Δα ¼ αe − αg, where αg and αe are the static
scalar polarizabilities of the ground and excited clock
states, respectively. The mean-squared electric field
satisfies hE2i ≈ ð8.32 V=cmÞ2ðT=300 KÞ4, where T is
the temperature of the BBR environment. We compute
αg ¼ 4.4e2a2B=EH and αe ¼ 1.4e2a2B=EH, where e is the
elementary charge, aB is the Bohr radius, and EH is the
hartree unit of energy. The computational accuracy is
estimated to be ≈10%. At room temperature, the resulting
Δα implies a fractional BBR shift of 7.6 × 10−17. With its
moderate ionization degree, room temperature operation
could be feasible for Ba4þ. In this case, it is worth noting
that experimental techniques are available to reduce uncer-
tainty in Δα [62,63]. However, for a reduced ion loss rate
(due to background gas collisions) and also to reduce BBR
shift uncertainty, cryogenic operation would likely be
desired (as demonstrated with Hgþ [64] and Ar13þ [40]).
In this case, the relatively small differential polarizability
relaxes the need to precisely characterize the BBR envi-
ronment. For example, constraining the temperature of the
surroundings to < 55 K would be sufficient to bound the
fractional BBR shift to < 10−19. Dynamic and higher
multipolar corrections [65] enter at the 10−21 level for
room temperature operation and much less for cryogenic
operation.
Second order Doppler (time-dilation) shifts due to ion

motion are a dominant source of systematic uncertainty in
ion clocks [11]. These time-dilation shifts are due to driven
motion called excess micromotion (EMM), caused by
trapping imperfections, and secular motion (thermal motion

including intrinsic micromotion) due to the finite temper-
ature of the ion in the trap. The magnitude and uncertainty
of the secular motion shift can be reduced through
sympathetic cooling with a logic ion [12]. To reduce the
EMM-induced frequency shift and uncertainty, we propose
operating the trap with an rf drive frequency tuned to the
“magic” frequency, where the EMM-induced time-dilation
shift is canceled by the correlated scalar Stark shift. Such
cancellation can only be realized for clock transitions
possessing a negative differential polarizability, as is the
case for Ba4þ. To lowest order, the magic rf frequency
Ω0=2π satisfiesΩ2

0 ¼ −ðhν0=ΔαÞðqc=MccÞ2, where qc and
Mc are the charge and mass of the clock ion and c is the
speed of light [66,67]. This technique has been successfully
employed in singly charged ions such as Caþ [68] and Srþ
[62], with Luþ [69] and Raþ [70] also being viable. For the
case of 138Ba4þ, we find an experimentally agreeable value
Ω0=2π ¼ 100 MHz.We note that this rf frequency is orders
of magnitude below all E1 transition frequencies from the
clock states, justifying the use of the static values of the
polarizabilities. The tensor Stark shift (not canceled here) is
addressed below.
With its relatively high atomic mass and moderate

ionization degree, 138Ba4þ has a charge-to-mass ratio
comparable to 27Alþ (only 22% smaller). We propose using
40Caþ as a logic ion, which is currently being employed in
the latest-generation Alþ clocks at NIST and PTB [71]. It
has a charge-to-mass ratio similar to 138Ba4þ (14% smaller),
which helps suppress sympathetic laser-cooling inefficien-
cies [72]. The lasers required for laser cooling and readout
operations are all diode based, and 40Caþ has the added
feature that it is possible to utilize electrically induced
transparency (EIT) cooling to cool several ions to near the
motional ground state in a few hundred microseconds [73].
To estimate the time-dilation shift due to secular motion,

we assume a linear Paul trap, similar to those constructed
for the NIST Alþ clocks [11], operating at the magic rf
drive frequency. For a 40Caþ ion with axial mode frequency
≈1 MHz and radial mode frequencies ≈3.5 MHz, the
corresponding 138Ba4þ=40Caþmode frequencies range from
≈1 to ≈4 MHz. We propose a ground-state-cooled (GSC)
operation sequence where all modes are cooled to near the
motional ground state prior to clock interrogation [11,74].
For GSC performance similar to that achieved in the NIST
Alþ clock and modest improvements in motional heating
rates, we estimate the secular motion time-dilation shift
to be at the 10−18 fractional level for an interrogation time
of 8.3 s, with a corresponding uncertainty at the low
10−19 level.
We assume a bias magnetic field B ¼ BêB lifts degen-

eracy in the 3P2 clock state and defines the quantization
axis. The 3P2, mJ → 3P0 transition frequency reads

νðmJÞ ¼ ν0 −mJfM1 − ðm2
J − 2ÞfE2 þ δνðmJÞ; ð2Þ
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where the second and third terms on the right-hand side
account for the first order Zeeman shift (∝ fM1) and the
first order E2 shift (∝ fE2). The last term, δνðmJÞ,
encapsulates all other frequency shifts. Here fM1 ¼
gμBB=h and fE2 ¼ Θε=4h, where g and Θ are the g factor
and E2 moment of the 3P2 state, respectively, and μB is the
Bohr magneton. We calculate g ¼ 1.42 and Θ ¼ 0.34ea2B.
The parameter ε is given by ε ¼ ðêB ·∇Þ2Φ. Here Φ is
the electrostatic potential due to the trap electrodes and the
logic ion, and the right-hand side is to be evaluated at
the location of the clock ion [55]. We note that ε depends on
the orientation of the magnetic field with respect to the
trap frame.
Different strategies can be employed to eliminate the first

order Zeeman and E2 shifts [56,57]. One strategy is to use
the mJ ¼ 0 substate and to average over three mutually
orthogonal magnetic field directions. The Zeeman shift
vanishes for mJ ¼ 0, while the E2 shift vanishes due to the
directional averaging (with the average value of ε being
ð1=3Þ∇2Φ ¼ 0). In practice, however, some degree of
nonorthogonality is inevitable, and constraining the uncan-
celed E2 shift may be challenging. An alternative strategy
is to use a fixed magnetic field and to average over all mJ
values, which has the effect of canceling both shifts. Using
an appropriate weighting, the same outcome can be
achieved with three transitions rather than all five. For
example, introducing

νsyn ¼ −νð0Þ þ νðþ1Þ þ νð−1Þ;
δνsyn ¼ −δνð0Þ þ δνðþ1Þ þ δνð−1Þ; ð3Þ

it follows from Eq. (2) that νsyn ¼ ν0 þ δνsyn. That is, by
synthesizing the frequency νsyn, the first order Zeeman and
E2 shifts are canceled. We note that the mJ dependencies
appearing in Eq. (2) are a consequence of the rank-1 (for
M1) and rank-2 (for E2) tensor character of the shifts. It
follows that shifts incorporated in δνðmJÞ that have rank-1
or rank-2 tensor character are likewise canceled. An
example includes the (rank-2) tensor Stark shift that arises
due to trapping imperfections, with only the scalar Stark
shift being canceled by operation at the magic rf drive
frequency.
Assuming the magnetic field to be nominally aligned

with the trap axis, ε satisfies ε ≈ 2ðζc=qcÞμ�ω2
�, where

ω�=2π are the frequencies for the two modes of coupled
axial motion, ζc ¼ ð3þ qc=qlÞ=4, ζl ¼ ð3þ ql=qcÞ=4,
and

μ� ¼ McMl

ðMcζl þMlζcÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðMcζl −MlζcÞ2 þMcMl

p :

Here ql and Ml are the charge and mass of the logic ion.
The axial mode frequencies satisfy ωþ=ω− ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

μ−=μþ
p

,
with the factor μ�ω2

� in the expression for ε being

independent of the mode. For the 138Ba4þ=40Caþ ion pair,
we have ωþ=ω− ¼ 1.66. Assuming ω−=2π ≈ 1 MHz
and using our calculated value of Θ, we find
fE2=ν0 ≈ 3.5 × 10−15. While other magnetic field orienta-
tions are acceptable (with fE2 being of the same order or
less), there is a practical advantage to aligning the magnetic
field along the trap axis, with fE2 having suppressed
sensitivity to directional variations in the field.
Equation (2) implicitly assumes that the M1 interaction

dominates over the E2 interaction, with B defining the
quantization axis and mJ being treated as a “good”
quantum number. However, the fact that the E2 interaction
is generally nondiagonal in mJ must be considered.
Corresponding corrections can be incorporated into
δνðmJÞ of Eq. (2). The leading corrections are of order
f2E2=fM1 (or less, depending on the radial symmetry of the
trap). Assuming B ≈ 5μT, we have jf2E2=fM1ν0j ≈ 10−20.
These corrections are necessarily oddwith respect tomJ and,
from Eq. (3), cancel out of δνsyn. The next-leading correc-
tions are of order f3E2=f

2
M1 (or less) and will be negligible.

Aside from the Zeeman and E2 shifts considered thus
far, there are also higher order shifts involving the M1 and
E2 interactions. Of these, only the second order Zeeman
shift is potentially non-negligible. The second order
Zeeman shift can be partitioned into rank-0 and rank-2
tensor parts, with each contributing comparably to δνðmJÞ.
The rank-2 part cancels out of δνsyn, as noted above.
Meanwhile, the contribution to δνsyn from the scalar
(rank-0) part can be written βf2M1, where we calculate
the factor β to be β ¼ −6.8 × 10−16 Hz−1. For B ≈ 5 μT,
we find βf2M1=ν0 ≈ −2 × 10−20. We note that in synthesiz-
ing νsyn, the quantities fM1 and fE2 are essentially
obtained at no cost. In particular, the relationships
fM1 ≈ −ð1=2Þ½νðþ1Þ − νð−1Þ� and fE2 ≈ νð0Þ − ð1=2Þ
½νðþ1Þ þ νð−1Þ� follow from Eq. (2). This permits a
real-time assessment of the second order Zeeman shift,
if only to ensure that it remains negligibly small, as well as
an assessment of the stability of the first order Zeeman and
E2 shifts.
If the ion can be initialized in the desired 3P2, mJ

substate with high fidelity using quantum logic techniques,
then line pulling is inconsequential due to the nondege-
neracy of the 3P0 state. However, infidelity in the state
initialization could open the door to line pulling. For
B ≈ 5 μT, the transition frequencies νðmJÞ with different
mJ are separated by ≈100 kHz. Assuming Ramsey pulse
durations of ≳10 ms, line pulling is constrained to ≲10−22,
fractionally.
Given the calculated E2 transition matrix element

between the clock states (which can be inferred from the
E2 decay rate) and the calculated differential polarizability
between the clock states, we estimate that driving a π=2-
pulse in ≳10 ms would result in a fractional Stark shift of
≲10−20 during the pulse. Consequently, exotic probing
schemes [47,48] would be unnecessary.
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Fine structure energy splittings nominally scale as α2EH.
This implies that K, the factor that quantifies sensitivity of
the clock transition to α variation [13], nominally equals
two for fine structure transitions. However, the anomalous
ordering of the fine structure manifold suggests that
relativistic mixing between states plays a prominent role
in the present case. We calculate K ¼ 1.04, indicating that
this mixing reduces K to roughly half the nominal value.
For comparison, K ¼ 0.008 for Alþ and K ¼ −5.95 for
Ybþ (electric octupole transition), with all other demon-
strated optical clocks having an intermediate value of jKj
[13]. Two clocks are required for observing α variation,
with the sensitivity factor for the dimensionless frequency
ratio equal to the difference in K values. Noting the
opposite sign of K for Ba4þ and Ybþ, these clocks would
allow for a sensitive probe of α variation. We further note
that large relativistic effects imply high sensitivity to
violation of Einstein’s equivalence principle and local
Lorentz invariance [75]. All these effects (including α
variation) might be manifestations of the interaction of
atomic electrons with low-mass scalar dark matter [76–79].
In conclusion, we propose an optical clock based on the

3P2 → 3P0 fine structure transition in Ba4þ. This transition
shares the benefits of the fine structure transitions consid-
ered in Ref. [28], including theoretical tractability, low
clock state multiplicity, and potential for low systematic
uncertainty. In contrast to the transitions considered in
Ref. [28], the excited clock state lacks an M1 decay
channel. Instead the excited clock state relaxes by E2
decay with a lifetime of several seconds. This lifetime
accommodates low statistical uncertainty for practical
averaging times. Furthermore, Ba4þ is an excellent candi-
date for production in a low-energy ion source and
possesses an experimentally convenient magic rf trapping
frequency, which can be exploited to cancel Stark and
excess micromotion shifts. This magic rf trapping
frequency could also help enable multi-ion clock operation.
Finally, we note that isoelectronic systems with ionization
degree up to six may also be of interest, as they have similar
electronic structure to Ba4þ. Of these, Xe2þ and Ce6þ
possess nuclear spin-zero isotopes.
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