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Abstract—Femtosecond laser frequency combs provide an 
effective and efficient way to take an ultra-stable optical 
frequency reference and divide the signal down into the 
microwave region. In order to convert optical pulses into a 
usable RF signal, one must use high-speed photodetection; 
unfortunately, excess phase noise from both technical and 
fundamental sources can arise in the photodetection process. In 
order to ultimately minimize the noise effects of the 
photodetector, we must first characterize some of the known 
sources for noise arising in these devices.  In this paper, we will 
study two sources of excess noise in high-speed photodiodes—
power-to-phase conversion and shot noise. The noise 
performance of each device will give us clues as to the nature of 
the sources, their effect on the output signal, and what design 
features of the photodiode minimize these noise effects. 

I. INTRODUCTION 
A self-referenced femtosecond laser frequency comb 

functioning as an optical-to-microwave divider can be a 
source of stable microwave signals possessing very low phase 
noise when stabilized to a high-finesse optical cavity [1-3].  
Photodetection of the optical pulse train results in a 
corresponding train of current pulses, which in turn provides 
a comb of microwave frequencies at the laser repetition rate 
and its harmonics.   Experiments have shown residual phase 
noise at levels below -110 dBc/Hz for offsets of 1 Hz from 
the 10 GHz harmonic, corresponding to instabilities at or 
below 1 x 10-15 for 1 s averaging times [1-4].    

These low levels of phase noise place stringent demands 
on the components of the optical and microwave systems, 
including the high-speed photodiodes used to convert the 
stable train of optical pulses into electronic microwave 
signals [2][5].  Previously, we have identified two of the 
sources of noise in the photodetection of ultrashort pulses to 
be the conversion of laser amplitude noise into electronic 

phase noise as well as the fundamental shot noise.  The AM-
to-PM conversion arises in part due to saturation and other 
nonlinearities in the strongly driven photodiodes [6], while 
the shot noise provides the white noise floor.    

In this paper, we compare the performance of a variety of 
photodiodes using a femtosecond frequency comb operating in 
the 900 nm spectral regime.  We measure a 10 GHz AM-to-
PM coefficient, defined as the induced RMS phase variation 
arising from a fractional optical power fluctuation (ΔP/Po).  
This coefficient is found to vary significantly among different 
photodiodes operating at different photocurrents, from <0.1 
rad/(ΔP/Po) to >2 rad/(ΔP/Po).   The coupled effect of 
photodiode saturation also leads to specific operating 
parameters for which the shot-noise limited noise floor is 
minimized.  Again, this is found to vary significantly among 
different photodiodes, leading to the importance of such 
empirical measurements. 

II. TEST DIODES AND LASER 
We measure these noise effects using four different diodes 
with our laser system. The first photodiode, PD1, is a 22 GHz 
top-illuminated InGaAs packaged photodiode. The diode area 
is coupled to an SMF, ~9 µm core pigtail. It is internally 
terminated at 50 Ω and is externally biased at the 
manufacturer’s recommended maximum of 7 V. It is 
optimized for operation at 1550 nm but works over a wide 
spectral range. At 900 nm, its responsivity is 0.3 A/W. 
 

The second photodiode, PD2, is one of a pair of identical 
photodiodes housed in the same microwave package. It is a 
top-illuminated InGaAs packaged diode that employs an 
integrated graded-index (GRIN) lens at the end of its 
coupling fiber, SMF. The GRIN lens shapes the optical beam 
to produce a more uniform illumination profile (flat-top 
rather than Gaussian) on the photodiode; this suppresses peak 
photocurrent density and more effectively illuminates the Contribution of the U.S. government, not subject to copyright
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whole diode [7][8]. This diode is internally
Ω. It can be operated up to a peak bias volt
bandwidth is 22 GHz at 1550 nm. It also 
1550 nm but works over a wide spectral rang
range of 900 nm, the responsivity is 0.26 A/W

 
The third diode, PD3, is a packaged Ga

with an SMF pigtail and an internal battery
termination of 50 Ω. The fourth test photod
of another pair of similar photodiodes packa
coupled to SMF.  It is a 12-GHz top-illu
diode, but it features an InP cap layer of 0.3 
µm used for Photodiodes 1 and 2;  Respons
at 900 nm. It is externally biased and oper
internally terminated at 50 Ω.  

 
The optical signal is generated from a 1 

laser with a spectral peak in the region of 9
bandwidth extending down to 800 nm. The p
end of a one meter SMF fiber is approx
measured with an autocorrelator. 

 
III. SHOT NOISE 

Photodiodes convert incoming photons 
electrical current within the semiconductor m
intrinsic amplitude and phase fluctuations 
current that arise from two fundamental phe
noise and shot noise. Thermal (Johnson, r
associated with random fluctuations of th
resistive elements of the photodetection circ
resistor of the photodiode). Shot noise i
randomness of the incident photon stream [9]
high-speed detection system with a 50 Ω term
noise dominates the thermal noise for phot
than approximately 0.5 mA (see Figure 2(a))
that we consider here.  
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The rms shot noise current in a single 
phase quadrature) is given by 
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where BW is the measurement resolu
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We can determine the shot noise limited floor for the 
desired 10 GHz signal by measuring the output of each PD on 
a microwave spectrum analyzer and on a voltmeter using a 
bias tee (see Figure 1).  From the dc voltage reading, we can 
calculate average photocurrent simply using iavg = V/R, where 
R = 50 Ω. Prf at 10 GHz is measured in units of dBm directly 
from the spectrum analyzer and is proportional to i2

avg.  

Projections of the shot noise limited floor, shotLφ , as a 
function of average photocurrent were calculated from 
measured photocurrent for each photodiode and are plotted in 
Figure 2(c). Note, this plot does not include noise 
contributions from any other source, including thermal noise. 
The actual white noise floor (green plot in Figure 2(a)) can be 
measured, and we will present this analysis in future work. 
The shot noise floor for each PD varies slightly because each 
has different responsivity and saturation characteristics, 
resulting in different signal sizes at 10 GHz [11].  

In an actual measurement of the total noise floor, one 
would see a limitation from the thermal noise floor (dashed 
line in Figure 2(c)) until the point at which the shot noise 
exceeds the thermal noise, roughly 0.5 mA for a PD with 
responsivity of 0.3 mA/mW. PD1 and PD3 begin to saturate 
below 1 ma, and we see shotLφ  increase as the photocurrent is 
increased. This is because the 10 GHz signal power decreases 
under saturation, while the shot noise power continues to 
increase. PD2 and PD4 remain linear to about 2 mA; PD2 
appears to saturate at lower photocurrent than PD4.  PD4 
remains nearly linear up to ~3 mA, resulting in a projections 
of the noise limited power of below -155 dBc/Hz, representing 
a 10 dB improvement of the noise floor over PD1. The GRIN 
lens and thinner InP cap layer improve shot noise performance 
by improving the saturation limits of these diodes. 

IV. AM-TO-PM CONVERSION 
Power-to-phase fluctuation is observed to adversely affect 

the transition from optical to microwave within the 
photodiode [5][11-13]. Broadening of a PD’s electrical pulse 
(phase fluctuation) is observed when the incident optical 
power is increased (amplitude fluctuation). This means that 
there is a delay in the transmission of photocarriers generated 
by the incident pulse train across the photodiode.  If more 
photocarriers are generated when the optical power is 
increased, then interactions between them generate internal 
electric fields opposing the bias field of the diode, increasing 
the transit time of a photocarrier and resulting in a broadening 
of the output pulse [14-17]. Ultimately, this affects the overall 
phase noise of the generated microwave signal. Increasing the 
bias voltage is one way of improving power-to-phase 
fluctuations; however, device failure due to runaway of dark 
current occurs when a bias voltage gets too large [8][14]. 

To quantify this effect for our four diodes, we define an 
AM-to-PM conversion as the induced RMS phase variation 
(Δφ) arising from a fractional optical power fluctuation 
(ΔP/Po). We can directly measure “rad/(ΔP/Po)” using a 
microwave phase bridge, shown in Figure 3. We locked the 
repetition rate using a loop filter servo and a synthesizer 
referenced to a stable 10 MHz maser.  Then, an acousto-optic 

modulator (AOM) is used to insert a known, constant 20 kHz 
modulation of about 1 % modulation depth on the light source 
while also stepping the optical power into the PD using a 
neutral-density (ND) filter wheel. An rf mixer detects phase 
shifts due to power changes, and the output voltage is 
converted to radians using the mixer gain factor, kd [V/rad]. 
Since kd changes with signal power, we include a variable 
attenuator and amplifier combination in front of the mixer to 
compensate for changing optical power at the PD. Another 30 
kHz amplitude modulation is placed on the test arm. This tone 
is monitored on the FFT analyzer and is minimized using the 
phase shifter. This sets quadrature at the mixer, allowing only 
phase modulation (PM) through to the mixer output.  

 
Figure 3. AM-to-PM conversion measurement system 

 
The spectral power of the initial 20 kHz amplitude 

modulation is measured on the FFT analyzer from the output 
of the bias tee and then divided by the optical power to find 
the normalized power of the input signal. The power in the 20 
kHz tone from the output of the mixer (which contains only 
any phase modulation from AM-to-PM conversion in the PD) 
is then measured on the FFT analyzer and converted to 
radians, as described above. The ratio of the two gives us the 
power-to-phase conversion for this method. 

Figure 4 shows the results of this measurement for the four 
diodes with varying optical power/photocurrent. PDs 1 and 2 
have widely varying values, from as much as 2.3 rad/(ΔP/Po) 
to “nulls” where the AM-to-PM conversion factor drops to 
near zero, a phenomenon that has been previously observed 
[5]. The reason for the nulls is not completely understood; 
however, we have observed them to shift slightly depending 
on factors such as changes in external temperature, bias 
voltage, or type of optical fiber (resulting in changing mode 
shapes incident on the semiconductor material). In principle, 
one could tune the optical power to a null and operate there, 
but care must be taken—an unexpected shift could mean 
operating at a peak instead of a null. 

PD3 also increases at higher photocurrent; however, it 
stays below 0.5 rad/(ΔP/Po) for a large range of lower 
photocurrents. PD4 is below 0.5 rad/(ΔP/Po) for the whole 
range of photocurrents that were measured. Using one of 
these diodes would be a practical way to lower amplitude-to-
phase conversion in general without requiring tuning to a 
sensitive null. 
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Figure 4. AM-to-PM conversion factor as a function of photocurrent (note 

that at 10 GHz, 2π corresponds to 100 ps). 
 
Given an AM-to-PM conversion factor at a particular 

photocurrent and a known AM spectrum from our laser, we 
can estimate the phase noise by multiplying the spectrum by 
the conversion factor, as shown in Figure 5(a) and 5(b). We 
measured the AM spectrum of our Ti:Sapphire laser with the 
offset frequency unlocked, causing high AM in the 100 Hz to 
1 kHz region. The “worst case” AM-to-PM values for PD1 
and PD2 are 2.3 rad and 0.6 rad, respectively, at 4 mA. To 
confirm these values, we did a residual phase noise 
measurement for each diode as well (Figure 5(c)). There is 
very good agreement between the estimate and the 
measurement in the high-AM region—PD1 gives just below 
1x10-4 rad/√Hz stability at the peak of its AM-to-PM 
conversion, while PD2 performs just above the 1 x 10-5 
rad/√Hz level at its maximum, which corresponds to a value 
of L(f) ≈ -100 dBc/Hz. Even when operating in the “worst 
case” AM-to-PM regime, a good choice of photodetectors can 
reduce the ultimate phase noise. 

V. CONCLUSIONS AND FUTURE WORK 
We have discussed the limitations of shot noise and 

amplitude-to-phase conversion in photodiodes. As shown by 
the photodiodes tested here, the effect of these noise 
phenomena can vary depending on the diode used in the 
measurement system. A good choice of diodes in our system, 
for example, can result in a shot noise limited floor of less 
than -155 dBc/Hz and a phase stability of 1 x 10-5 rad/√Hz, 
even at the least optimal photocurrent. Here we tested these 
diodes in the 900 nm spectral range; however, some diodes 
are optimized to work in the range of 1310 nm or 1550 nm. 
Saturation properties can also change with different repetition 
rates or pulse shape. In future work, we would like to look at 
these diodes’ performance with other combs in these regions. 
We would also like to compare the diodes in an absolute 
phase noise measurement between two Ti:Sapphire combs 
locked to different optical cavities to see if there is a 
significant change in noise level when using different diodes. 

  
Figure 5. a. AM spectrum of 1 GHz Ti:Sapphire laser. b. Estimate of phase 
noise from measured spectrum. c. Measured residual phase noise. 
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