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ABSTRACT We report the technical aspects of the optical-to-
microwave comparison for our recent measurements of the
optical frequency of the mercury single-ion frequency standard
in terms of the SI second as realized by the NIST-F1 cesium
fountain clock. Over the course of six years, these measure-
ments have resulted in a determination of the mercury single-ion
frequency with a fractional uncertainty of less than 7×10−16,
making it the most accurately measured optical frequency to
date. In this paper, we focus on the details of the comparison
techniques used in the experiment and discuss the uncertain-
ties associated with the optical-to-microwave synthesis based
on a femtosecond laser frequency comb. We also present our
most recent results in the context of the previous measure-
ments of the mercury single-ion frequency and arrive at a fi-
nal determination of the mercury single-ion optical frequency:
f(Hg+) = 1 064 721 609 899 145.30(69) Hz.

PACS 06.30.Ft; 42.62.Eh; 32.30.Jc

1 Introduction

The development of stabilized femtosecond laser
frequency combs (FLFCs) has dramatically simplified the ab-
solute measurement of optical frequencies [1, 2]. By provid-
ing the necessary division of optical frequencies at hundreds
of terahertz to rf and microwave atomic frequency standards
at the gigahertz frequency range, frequency combs have made
measurements of optical frequencies routine (for reviews,
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see [3, 4]). However, only a few absolute frequency measure-
ments [5–12] have been made at levels approaching the uncer-
tainty of the best cesium (Cs) fountain frequency standards.
Achieving such accuracies is an essential step in the develop-
ment of the next generation of optical frequency standards.

This paper discusses the technical details of the com-
parison process and the optical-to-microwave synthesis used
in the most recent measurement (March 2006) of the mer-
cury ion (Hg+) optical frequency standard relative to the
microwave Cs fountain frequency standard, NIST-F1. Here
we focus on the techniques used to relate the two frequen-
cies, discuss limitations on the optical-to-microwave conver-
sion process, and compare the uncertainties arising in the
measurement process to those of the frequency standards.
We also summarize all of the measurements of the Hg+
frequency standard and arrive a final fractional uncertainty
of 6.9 ×10−16. This uncertainty is within a factor of 1.5
of the current uncertainty in the NIST-F1 frequency stan-
dard [13, 14] and currently represents the most accurate deter-
mination of an optical frequency.

2 Experiment

We present the discussion of the optical-to-micro-
wave frequency comparison in the context of our most re-
cent measurement of the Hg+ frequency relative to the Cs
frequency standard. An overview of the frequency compari-
son method is shown in Fig. 1. The experiment spans three
laboratories in the same building. The various components
are linked by appropriate cables and noise-canceled optical
fibers [15]. The frequency of the Hg+ standard is measured by
use of the optical-to-microwave conversion provided by the
FLFC. The light used in the Hg+ experiment is interfered with
that of the FLFC to form a heterodyne beat signal between the
Hg+ light and a single optical mode of the FLFC. This beat
signal is used to phase lock the frequency of a single mode of
the FLFC. With the carrier–envelope offset frequency also sta-
bilized, the repetition rate of the FLFC is directly related to the
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FIGURE 1 Block diagram showing the relations of
the frequencies used in the Hg+/Cs comparison. The
frequency of the DDS is combined with the output
of the 9.2 GHz synthesizer to generate the frequency
needed to excite the Cs resonance. This difference fre-
quency between the output of the 9.2 GHz synthesizer
and the Cs resonance frequency is added to a second
DDS and sent to the FLFC laboratory to be counted.
With the comb stabilized to the Hg+ light and the
carrier–envelope offset frequency stabilized, the rep-
etition rate of the comb can be related to the Hg+
frequency

Hg+ frequency. This repetition rate is measured with respect
to a 1 GHz synthesizer that is referenced to a hydrogen maser
via a stable quartz oscillator.

The frequency of the Cs standard is simultaneously meas-
ured with respect to the same hydrogen maser. In this way, the
Cs standard provides a calibration of the hydrogen maser so
that the Hg+ frequency can be directly related to the SI realiza-
tion of the second. The frequency of the Cs standard is meas-
ured with respect to the output of a stable 9.2 GHz synthe-
sizer that is referenced to the frequency of the same hydrogen
maser and quartz oscillator that are used in the measurement
of the Hg+ frequency. The output of the 9.2 GHz synthesizer
is added to that of a direct digital frequency synthesizer (DDS)
to generate the frequency that matches the Cs resonance. The
deviations from the nominal value are added to a carrier near
10 MHz with a second DDS and sent to the FLFC laboratory,
where they are measured with a frequency counter, simultan-
eous with the measurement of the Hg+ frequency.

The ratio of the frequency of the Hg+ standard with re-
spect to Cs is determined by taking the ratio of the two fre-
quencies measured with respect to the hydrogen maser. In
this way, any drift in the frequency of the hydrogen maser is
eliminated.

The Hg+ frequency standard and NIST-F1 Cs standard
have been described in detail in [7, 15, 17, 18] and [13, 14, 16],
respectively. Here we limit our discussion of the two stan-
dards, providing only a summary of their associated correc-
tions and uncertainties and a brief mention of those features
specific to this experiment.

2.1 Cs frequency standard

The Cs frequency measured by the fountain rela-
tive to the hydrogen maser must be corrected in order to arrive
at the unbiased Cs frequency. The largest bias of the NIST-
F1 fountain is from the second-order Zeeman shift caused by
the small magnetic field applied to the atoms in the fountain.
To correct for this effect, the fractional frequency is shifted by
−36.2(1)×10−15.

The second largest correction comes from black-body ra-
diation. The NIST-F1 apparatus is at room temperature and
ambient black-body radiation leads to ac-Stark shifts of the Cs
hyperfine transition frequency. These effects have been mod-
eled and are corrected with a fractional shift in the frequency
of 21.2(3)×10−15.

Finally, the frequency of the Cs standard is shifted due to
the spin-exchange collisions of the Cs atoms. The Cs standard
is operated at varying densities in order to balance the statis-
tics with the systematic effects arising from spin-exchange
collisions [16]. For this work the Cs standard was operated at
a density approximately seven times higher than that used for
the majority of the data collected during its accuracy evalua-
tions. At this density the frequency standard has a fractional
frequency instability of 2 ×10−13 τ−1/2, where τ is the aver-
aging time in seconds and the correction from spin-exchange
collisions is 2.00(33)×10−15 [13, 14].

The total fractional correction applied to the frequency
of the Cs standard relative to the hydrogen maser was
−13.0 ×10−15. The total fractional frequency uncertainty in
the Cs frequency standard during the time of these measure-
ments is estimated to be 0.41 ×10−15 [13, 14].

2.2 Hg+ frequency standard

The 199Hg+ frequency standard is based on the
5d106s 2S1/2 → 5d96s2 2D5/2 transition at 1.065 ×1015 Hz
[7, 17, 18]. The radiation for the clock transition is produced
by frequency quadrupling light produced from a fiber laser
at 266 THz. The doubled light at 532 THz is prestabilized to
a low-drift, high-finesse optical cavity and then steered to res-
onance with the Hg+.

Some of the stabilized light at 532 THz (563 nm) is sent
through approximately 300 m of single-mode optical fiber to
the femtosecond frequency comb. The frequency noise in-
troduced by the fiber is suppressed by standard fiber-noise
canceling techniques [15].

The systematic fractional frequency uncertainties are es-
timated to be less than 0.07 ×10−15. The only corrected bias
introduced in the Hg+ frequency is due to the second-order
Zeeman effect and leads to a fractional frequency shift of
1.1 ×10−15.

2.3 Gravitational shift

The Hg+ clock was located 4.51(10) m below the
Cs standard and the FLFC. This difference in altitude gives
a relative gravitational shift in the absolute frequency of the
Hg+ standard relative to the Cs standard. Based on the meas-
ured height difference, we apply a fractional correction of
+0.492(11)×10−15 to the measured frequency of the Hg+
standard.
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FIGURE 2 Block diagram showing the stabilization scheme of the FLFC for the Hg+–Cs comparison

2.4 Optical-to-microwave conversion

The stabilization scheme of the FLFC is shown in
Fig. 2. The comb used in the most recent measurements of
the Hg+ frequency is described in detail in [19]. The fre-
quency comb is generated by a mode-locked laser based on
Ti:sapphire with a repetition rate of about 1 GHz. The output
of the laser spans an optical octave, allowing for the stabiliza-
tion of the carrier–envelope offset frequency with a f -to-2 f
self-referencing technique [1]. Part of the optical spectrum
at approximately 1100 nm was frequency doubled and com-
pared to the light directly produced by the laser near 550 nm.
The doubled light and the direct light were interfered on a pho-
tomultiplier tube, resulting in a heterodyne beat signal, the fre-
quency of which equals the carrier–envelope offset frequency,
fceo. The carrier–envelope offset frequency can be coarsely
adjusted by tilting a 1 mm piece of fused silica inside the laser
cavity to change the cavity dispersion, and is servo controlled
by changing the power of the laser pumping the FLFC by use
of an acousto-optic modulator (AOM).

The comb was operated with the carrier–envelope offset
frequency, fceo, phase locked at approximately 50 MHz. The
signal-to-noise ratio of the beat signal was about 30 dB in

a 300 kHz resolution bandwidth. The detected beat note was
mixed with the output of a frequency synthesizer operating
near 1.2 GHz, and filtered through an rf cavity band-pass fil-
ter. The frequency of this signal was then divided by eight and
it was sent to a digital phase detector, with the output of a sec-
ond synthesizer operating at around 150 MHz, serving as the
local oscillator. The error signal from the digital phase detec-
tor was conditioned with a loop filter and then sent to drive
the amplitude of an rf signal controlling the pump power via
an AOM. The carrier–envelope offset frequency was directly
counted by a frequency counter to monitor for possible phase
slips in the lock [20].

In order to achieve sufficient optical power and a clean
spatial mode of the comb light for comparison with the Hg+
stabilized light at 563 nm, part of the comb output spectrum
was broadened in a nonlinear microstructure fiber [21]. The
output of the microstructure fiber was combined with the
563 nm light and interfered on a high-speed (≈ 300 MHz)
photodiode. The 563 nm light used for the Hg+ frequency
standard interferes with the different frequency components
of the comb to produce a series of beat frequencies. The lowest
heterodyne beat frequency was phase locked to a fixed fre-
quency set by a synthesizer. The beat frequency was typically
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between 35 and 200 MHz, and the signal-to-noise ratio was
≈ 30 dB in a 300 kHz resolution bandwidth. The beat note was
filtered, amplified, and sent to a digital phase detector that in-
cluded a 16-times divider. The error signal from the digital
phase detector was sent to a loop filter and amplifier to control
the cavity length via a piezoelectric transducer attached to one
of the laser’s cavity mirrors. The frequency of the beat note
between the Hg+ light and the nearest comb mode was also
counted with a frequency counter to monitor phase slips in the
lock.

With the carrier–envelope offset frequency and the fre-
quency of the comb mode nearest the Hg+ light phase locked,
the repetition rate is given by

frep = fHg+ ± fb ± fceo

n
, (1)

where fHg+ is the frequency of the Hg+ light and fb is the beat
note between the Hg+ light and the nearest frequency com-
ponent of the comb with mode number n. The mode number,
n, and the two signs are determined from the existing know-
ledge of the Hg+ frequency.

An additional monitor of the stability of the Hg+ light was
provided by simultaneous measurement of the frequency of
a second stable cw laser. Light from a fiber laser operating at
1068 nm, which is used for the aluminum ion frequency stan-
dard [22], was also interfered with light from the FLFC. The
cw laser light was stabilized by frequency doubling a part of
the light and locking it to a stable optical cavity at 534 nm.
The light at 1068 nm had a fractional stability of ≈ 3 ×10−15

in 1 s and a drift rate of less than 1 Hz/s [23]. A few milli-
watts of this light was passed through approximately 300 m
of optical fiber to the FLFC laboratory. Any noise introduced
by this fiber link was actively canceled [15]. The heterodyne
beat note of the nearest FLFC mode with this stable cw light
was filtered, amplified, and counted simultaneously with the
other signals. As will be discussed in Sect. 3, the higher frac-
tional stability of this light compared to the hydrogen maser
was more sensitive to phase slips in the locks and provided an
important monitor for anomalous frequency excursions.

2.4.1 Optical uncertainties. The stability and accuracy of an
optical synthesis process achieved with similar optical fre-
quency combs has been tested to the 10−19 level by com-
paring two independent frequency combs phase locked to
a common cw source [24]. There have been additional tests
of the accuracy of the optical synthesis process that included
sum and difference frequency generation using nonlinear
crystals [25].

We tested the optical synthesis of the frequency comb used
in this experiment by comparing the frequency of light from
second-harmonic generation in a nonlinear crystal with the
fundamental light [26]. Light at 1064 nm from a cw Nd:YAG
laser was frequency doubled with a periodically poled lithium
niobate crystal. An optical mode of the comb was phase
locked to the frequency-doubled light at 532 nm in a manner
identical to that used to stabilize the comb to the Hg+ light.
With the comb stabilized, the frequency of the 1064 nm light
was measured by heterodyne detection with the nearest opti-
cal mode of the comb.

The harmonic relation of the two optical frequencies re-
sults in rejection of the common-mode noise. The remaining
fractional instability places an upper limit on instabilities in
the optical synthesis process due to frequency noise in the
optical interference process, microstructure fiber, and phase
locks of the laser. In addition, the accuracy of the optical
synthesis process is tested by reproducing the exact ratio of
the optical frequencies. We observed a fractional instabil-
ity in the fundamental light relative to the doubled light of
2 ×10−17 in one second that averaged down slightly faster
than τ−1/2 (Fig. 3). The ratio of the two frequency components
yielded the expected value of two within a counter-limited un-
certainty of 6 ×10−19.

2.4.2 Photodetection uncertainties. While the optical insta-
bility of the comb is far below the statistical uncertainties of
both of the frequency standards, the photodetection of the rep-
etition rate introduces additional phase noise. This additional
noise is a result of many different processes inherent in the
conversion of the short optical pulse (∼ 100 fs) to a much
longer electronic pulse (∼ 1 ns), such as the conversion of
amplitude noise to phase noise, saturation effects within the
photodiode, and laser-beam pointing noise [27]. The instabil-
ity introduced due to this detection has been measured with
similar detectors and combs and is estimated to be approxi-
mately 3 ×10−17 at around 105 s [28] (Fig. 3).

2.4.3 Electronic uncertainties. An upper limit on the stability
of the 1 GHz synthesizer that was used to compare the FLFC
repetition rate to the maser frequency (Fig. 1) was determined
by mixing the output of the synthesizer with that of a sec-
ond synthesizer referenced to the same maser. The relative
fractional frequency instability of the two synthesizers was
3 ×10−14 in ten seconds and averaged down as τ−1/2 (Fig. 3).
The two synthesizers had a relative inaccuracy of less than
3 ×10−16.

In order to limit temperature drifts affecting the output
frequency of the synthesizer, the synthesizer was enclosed in
an insulated box through which cold water was circulated.
The temperature inside the box was monitored throughout the
experiment. The temperature dependence of the synthesizer
was determined by introducing a rapid change in the tem-
perature of the synthesizer and monitoring the frequency of
the synthesizer relative to a second synthesizer. The synthe-
sizer was measured to have a fractional frequency change of
6.0(1.4)×10−15 (K/h)−1. This temperature coefficient was
used along with the recorded temperature of the synthesizer
to correct the measured repetition rate for drifts in the synthe-
sizer frequency. The correction resulted in a fractional shift of
the Hg+ frequency of 0.08(2)×10−15.

The distribution amplifier and the cable used to send the
maser signal to the FLFC laboratory were tested by send-
ing the maser signal to the FLFC laboratory and then back
to the fountain laboratory in an identical cable and compar-
ing the frequency with the initial maser frequency directly in
the fountain laboratory. The fractional stability of the maser
distribution electronics measured in this way was 4 ×10−15

in ten seconds and showed a pronounced bump near 700 s
(Fig. 3). The time scale of the increase in the noise is commen-
surate with the cycle of the air conditioning in the building.
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FIGURE 3 Frequency instabilities of the main compo-
nents of the Hg+ comparison

3 Analysis and results

The data for the March 2006 comparison were col-
lected for ≈ 1.1 ×105 s over a 42 h period, corresponding to
a duty cycle of ≈ 72%. This duty cycle was limited primarily
by various technical aspects of the Hg+ clock. The majority of
the data were taken with a gate time for the frequency counters
of 9.427 s. This value was chosen so that noise synchronous
with 0.1 Hz and 60 Hz would average out. Additionally, some
data were taken at 1 s and 29.427 s gate times.

3.1 Data processing

Throughout the course of the measurement, there
were occasional anomalous frequency excursions due to a var-
iety of different sources. The primary cause of these excur-
sions was a frequency deviation in the Hg+ light that occurred
periodically with a time interval of ≈ 40 min. During these
excursions the FLFC generally remained phase locked to the
Hg+ laser. These frequency deviations were related to a flaw
in the Hg+ clock laser system and were not due to any instabil-
ity in the Hg+ clock. In addition, there were occasional phase
slips of the various locks throughout the experiment. Given
these anomalous frequency excursions, the data processing is
necessarily focused on determining which of the frequency
excursions are intrinsic to either of the two frequency stan-
dards or measurement processes and which are a result of
imperfections in the experiment.

The frequency excursions present in the Hg+ light led to
excursions in the frequency of the repetition rate measured
relative to the hydrogen maser. These excursions were also
present in the measurement of the frequency of the stable cw
laser at 1068 nm. The relative fractional frequency instabil-
ity between the Hg+ stabilized comb and the stable cw laser
was ≈ 2 ×10−15 in ten seconds, while the relative fractional
frequency instability of the Hg+ stabilized comb and the hy-
drogen maser was ≈ 5 ×10−14 in ten seconds. Consequently,
the frequency of the stable cw laser provides a significantly
more sensitive monitor for anomalous frequency excursions.

Figure 4 shows one hour of unprocessed data for the repeti-
tion rate and the stable cw laser, along with the data points that
were considered anomalous excursions based on deviations in
the repetition rate and the stable cw laser frequency.

Data that had an anomalous frequency excursion in any
of the recorded frequencies were discarded. The criteria for
the maximum allowable deviation were varied to determine
the sensitivity of the final result on the data analysis. For
the final analysis, data deviating by more than six times the
standard deviation were discarded. In addition to excluding
data that exhibited large frequency excursions, the data im-
mediately preceding and following the anomalous point were
discarded in order to ensure that the frequency excursion was
completely removed. Varying the cutoff criteria between 6–
15 sigma and keeping or discarding adjacent points changed
the amount of data discarded over 11%–38%. However, the fi-
nal results were statistically consistent. Overall, the variation
of the final result with the separate analyses employing differ-
ent filtering criteria was ≈ 0.04 ×10−15. We adopt this as an
estimate of the uncertainty introduced in the analysis process.

The phase-locked fceo and fb frequencies are additive in
the determination of the Hg+ frequency resulting in frac-
tional deviations which are equal to the measured excursion
divided by the frequency of the Hg+ light measured, 532 THz.
The fractional deviations in frep and the Cs corrections to
the maser frequency (steers) are normalized by 1 GHz and
9.2 GHz, respectively. The filtered time record of the frac-
tional deviations in the counted signals is shown in Fig. 5.

3.2 Statistical uncertainties

The statistical uncertainties for the different fre-
quency comparisons are shown in Fig. 6. The estimated sta-
tistical uncertainty of the Hg+ standard is far below that of
the Cs standard (Fig. 3) and we would expect the uncertain-
ties of the Cs standard to dominate. However, the uncertainty
in the Hg+/Cs comparison is larger than that of the Cs stan-
dard alone. The measurement of the maser frequency relative
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FIGURE 4 Relative frequencies of frep and the sta-
ble cw laser at 1068 nm for a representative hour of
the data. Upper plot shows the relative frequency of
frep offset from its mean value of ≈ 1 GHz. Lower plot
shows the relative frequency of the stable cw laser off-
set from 281 THz. The circles indicate data that were
considered outliers based on excursions in the repeti-
tion rate. Squares indicate data that were considered
outliers based only on deviations in the stable cw laser.
Insets show the same data with decreased frequency
ranges

to the Cs standard performed in the FLFC lab was ≈ 20%
higher than the measurement of the maser frequency relative
to the Cs standard done in the fountain lab. We believe that this
additional noise can be attributed to the dead time between
the counter measurements [29]. Indeed, data taken at differ-
ent gate times in the FLFC lab had uncertainties equal to the
uncertainty measured in the fountain lab. Unfortunately, the
majority of the data were taken with a gate time that exhibited
additional noise.

The fit of the fractional instability of the Hg+ frequency
relative to that of Cs to a function of the form Aτ p yields
a fractional instability of 3.0 ×10−13 τ−0.50, where τ is the av-
eraging time in seconds. Evaluating this for the total averaging
time of the experiment gives a fractional statistical uncertainty
of 0.9 ×10−15. This error is identical to that determined from
the standard deviation divided by the square root of the num-
ber of points.

A summary of the uncertainties is shown in Table 1. The
final fractional uncertainty is 1 ×10−15, dominated by the sta-
tistical errors.

3.3 H-maser comparison

The hydrogen maser used in the experiment is part
of a collection of five masers that are periodically calibrated
with respect to the Cs NIST-F1 standard [30]. The five masers

Source Uncertainty [10−15]

Cs standard 0.41
Hg+ standard 0.07
Gravitational shift 0.01
Optical uncertainties < 0.01
Photodetection uncertainties 0.03
Synthesizer uncertainties 0.3
Analysis uncertainties 0.04
Statistical uncertainty 0.9

Final uncertainty 1

TABLE 1 Uncertainties in the March 2006 Hg+ frequency comparison
with Cs NIST-F1 frequency standard

are compared continuously to each other in order to determine
the drifts of the masers and to calibrate their frequencies. The
Hg+ frequency can therefore be determined directly from the
frequency of the maser by use of the daily-averaged maser–
maser calibration. The calculation of the Hg+ frequency in
this way provides a redundancy check. The frequency ob-
tained by this method agrees with that obtained via the more
direct comparison with the Cs standard to within 0.5 ×10−15.

3.4 Final result and comparison with previous
measurements
The final value for the most recent (9 March 2006)

absolute frequency measurement of the Hg+ frequency stan-



STALNAKER et al. Optical-to-microwave frequency comparison with fractional uncertainty of 10−15

FIGURE 5 Time record of the
counted fractional frequency devi-
ations for (a) phase-locked optical
beat between Hg+ light and FLFC,
(b) phase-locked carrier–envelope
offset frequency, (c) Cs frequency
relative to hydrogen maser, (d) repe-
tition rate of FLFC. The gate time of
the counters for this data was 9.472 s
and there are 10 289 points

FIGURE 6 Allan deviations for the frequency compar-
isons

dard is

f(Hg+) = 1 064 721 609 899 145.89(1.06)Hz . (2)

This result is in good agreement with the previously published
values [7, 17]. Table 2 and Fig. 7 show all of the absolute
frequency measurements of the Hg+ transition. These meas-
urements have been used to obtain stringent limits on possible
variations in fundamental constants as well as tests of local
position invariance [6], in addition to development of fre-
quency standards.

The compilation of the data to arrive at a final mean is
complicated by the evolution of the experimental techniques
and the presence of systematic uncertainties that are due to

random fluctuations (type A) and those that are constant for
a group of measurements (type B). Furthermore, the type B
uncertainties in the Hg+ clock have changed significantly over
the time of the measurements.

Table 2 shows the statistical uncertainties, and the type
A and type B uncertainties, for both the Hg+ frequency stan-
dard and the rf standard (hydrogen maser or Cs fountain
clock).

For the purposes of combining the errors, the data were
broken up into data taken prior to 2005 and those taken
after 2004. For all of the data, the dominant type A system-
atic uncertainty for the Hg+ clock was due to fluctuations
in the magnetic field leading to fluctuations in the second-
order Zeeman shift of the transition [17]. The data taken prior
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FIGURE 7 Historical record of absolute frequency meas-
urements of the Hg+ transition. The solid line shows the
mean and the dashed line indicates the error on the mean

Date Statistical Hg+ Cs/maser Conversion Hg+ Total
Type A Type B Type A Type B frequency uncertainty

8/16/00 7.5 2.2 2.8 2.1 < 1 < 1 147.12 8.59
8/18/00 5.3 2.2 2.8 2.1 < 1 < 1 150.32 6.71
8/25/00 13.8 2.2 2.8 2.1 < 1 < 1 139.32 14.41
8/28/00 6.4 2.2 2.8 2.1 < 1 < 1 135.32 7.61
8/30/00 7.7 2.2 2.8 2.1 < 1 < 1 138.52 8.76
8/31/00 5.1 2.2 2.8 2.1 < 1 < 1 141.72 6.56
2/9/01 5.2 2.2 2.8 4.3 < 1 < 1 146.15 7.62
4/3/02 5.8 2.2 2.8 4.3 < 1 < 1 153.53 8.06
4/4/02 3.7 2.2 2.8 4.3 < 1 < 1 152.02 6.70
4/23/02 8.0 2.2 2.8 4.3 < 1 < 1 131.92 9.72
5/3/02 8.4 2.2 2.8 4.3 < 1 < 1 139.88 10.05
10/8/02 8.3 2.2 2.8 4.3 < 1 < 1 140.52 10.0
10/9/02 4.2 2.2 2.8 4.3 < 1 < 1 143.18 7.00
10/17/02 6.8 2.2 2.8 4.3 < 1 < 1 144.86 8.77
10/25/02 4.1 2.2 2.8 4.3 < 1 < 1 143.16 6.90
10/25/02 3.9 2.2 2.8 4.3 < 1 < 1 138.92 6.80
11/4/02 5.1 2.2 2.8 4.3 < 1 < 1 146.16 7.56
11/4/02 5.3 2.2 2.8 4.3 < 1 < 1 152.46 7.68
11/6/02 3.1 2.2 2.8 4.3 < 1 < 1 138.80 6.39
11/6/02 3.6 2.2 2.8 4.3 < 1 < 1 146.54 6.66
12/31/03 7.0 0.10 2.8 2.1 < 1 < 1 145.32 7.79
2/11/04 5.2 0.10 2.8 3.2 < 1 < 1 138.12 6.72
2/12/04 3.4 0.10 2.8 3.2 < 1 < 1 144.22 5.45
10/27/04 2.6 0.05 2.8 2.0 < 1 < 1 145.29 4.32
10/29/04 2.8 0.05 2.8 1.9 < 1 < 1 146.96 4.40
1/20/05 0.84 0.05 1.2 0.45 0.35 0.25 145.28 1.59
6/22/05 0.82 0.05 0.07 0.29 0.35 0.25 144.94 0.96
3/09/06 0.95 0 0.07 0.33 0.35 0.30 145.89 1.06

TABLE 2 Absolute frequency measurements and uncertainties of the Hg+ transition. Listed are the uncertainties from the different aspects of the measure-
ments in Hz (see text for details) along with the final frequency and uncertainty. The data is grouped by measurement. The last three points were taken over
more than one day and an average date is given. The Hg+ frequency is reported as f(Hg+)−1 064 721 609 899 000 Hz

to 2005 were originally reported with a type B uncertainty
of 10 Hz, dominated by the electric quadrupole shift of the
Hg+ 2D5/2 (F = 0, MF = 0) state [17]. This uncertainty has
been revised and reduced to 1 Hz, based on a recent meas-
urement of the quadrupole moment [31] and the recorded
measurements of the secular frequencies of the trap. With
this reduction, type B uncertainties for the Hg+ frequency
are dominated by the uncertainty in the second-order Zeeman

coefficient at a level of 2.6 Hz [17], giving a total type B un-
certainty of 2.8 Hz of the Hg+ standard for these data. The rf
source for the data taken before 2005 was a hydrogen maser
the frequency of which was corrected by use of the daily-
averaged maser–maser calibration, as discussed in Sect. 3.3.
The uncertainty in the correction is a type A uncertainty as
tabulated in Table 2. These data were combined by taking
a mean weighted by the statistical and type A uncertainties
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and adding the 2.8 Hz type B uncertainty in quadrature with
the error on the mean.

The data taken after 2004 were acquired as direct, real-
time comparisons versus the Cs frequency standard, as out-
lined above. Consequently, there is a significant reduction in
uncertainties associated with the rf source. As discussed in
Sect. 2.1, the dominant type A systematic uncertainty is due
to the shifts from spin-exchange collisions, and the domin-
ant type B uncertainties are from the black-body radiation
and second-order Zeeman shift [14]. The uncertainties in the
Hg+ clock also dramatically decreased for these measure-
ments. With the exception of the data taken in January 2005,
the uncertainties in the Hg+ clock were pushed down to an
insignificant level.

With the improvements in the two frequency standards
for the last two points, the uncertainties from the optical-to-
microwave conversion process are no longer negligible and
are included in the analysis. As discussed in Sect. 2.4, these
uncertainties are dominated by the type A uncertainties in the
synthesizers used in the conversion. These data were com-
bined by taking a mean weighted by the statistical uncertain-
ties, the type A uncertainties for the Cs and Hg+ standards, the
type B uncertainty for the Hg+ standard, and the uncertain-
ties due to the optical-to-microwave conversion. The type B
uncertainty for the Hg+ standard was included in the weight
because of its dramatic reduction between the January data
and the final two data sets. The improvements in the Hg+
frequency standard resulted in the type B uncertainty for the
January data being uncorrelated with the type B uncertainty
for the last two data sets. After this weighted mean, the type B
uncertainties from the Cs standard were added in quadrature.

The weighted mean of the frequencies as determined from
the data sets described above gives a final value for the Hg+
transition of

f(Hg+) = 1 064 721 609 899 145.30(69)Hz . (3)

4 Perspective and outlook

The accuracy attained for the frequency of the Hg+
transition will greatly aid in the development of future op-
tical frequency standards. The improved level of stability of
the Hg+ frequency standard relative to rf standards provides
a superior secondary standard that will quickly allow for the
evaluation of future optical frequency measurements. In add-
ition, this improved stability will allow for optical-to-optical
frequency comparisons with relative fractional precision ap-
proaching 10−17 in the near future.

The uncertainty in the optical-to-microwave conversion
process used in the measurement of the Hg+ optical frequency
standard with respect to the Cs frequency standard remains
below the statistical uncertainties of the measurement and the
systematic uncertainties from the Cs standard. The domin-
ant uncertainties in the optical-to-microwave conversion pro-
cess are related to the photodetection of the repetition rate
and the quality of the synthesizer against which the repeti-
tion rate is compared. These uncertainties are not present in
the comparison of two optical standards. Indeed, the uncer-
tainty due to the optical synthesis process in the comparison of

two optical standards will not rely on detecting the repetition
rate, and the uncertainties related to the photodetection pro-
cess and synthesizer will be eliminated. For such a compar-
ison we estimate the uncertainty from the optical-to-optical
conversion process to be less than 10−19, well below the antic-
ipated inaccuracies of the next generation of optical frequency
standards.
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