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High resolution laser spectroscopy of the 6s 28, »—06p ’p, 1 transition (D line) in neutral 133Cs is per-
formed in a highly collimated thermal atomic beam by use of a femtosecond laser frequency comb and
narrow-linewidth diode laser. The diode laser is offset locked to a single frequency component of the femto-
second laser frequency comb and probes the optical transitions between selected pairs of ground-state and
excited-state hyperfine components. A photodiode detects the excited-state decay fluorescence, and a comput-
erized data acquisition system records the signal. The Doppler shift is eliminated by orienting the laser beam
in a direction perpendicular to the atomic beam to within a precision of 5 X 107 rad. Optical frequencies for all
four pairs of hyperfine components are measured independently, from which the D, line centroid and excited-
state hyperfine splitting are obtained by least-squares minimization with the ground-state splitting as a fixed
constraint. We find the D line centroid to be fp,=335 116 048 748.1(2.4) kHz, and the 6p 2P1 1 state hyperfine
splitting to be 1 167 723.6(4.8) kHz. These results, in combination with the results of an atom interferometry
experiment by Wicht er al. [Phys. Scripta T 102, 82 (2002)], are used to calculate a new value for the
fine-structure constant.
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I. INTRODUCTION

Precision measurement techniques developed in recent
years have provided us with ways to test fundamental theo-
ries in areas that lie outside atomic physics. Tests of the
standard model, a value of the fine-structure constant «, mea-
surements of nuclear structure, and the weak interaction are
all possible using accumulated information about transition
amplitudes and frequencies obtained through precise mea-
surements [2-5]. Cesium, being one of the most thoroughly
studied heavy atoms, is very suitable for these investigations,
since the accuracy of atomic theory in this system is on the
order of 1% [6]. In this respect, measurements of transition
frequencies play a very important role because the experi-
mental accuracy can be many orders of magnitude better
than accuracies obtained through atomic structure calcula-
tions. The results and level of accuracy obtained for the ab-
solute transition frequencies presented here are of particular
relevance to the interpretation of atom interferometry experi-
ments involving cesium, where the recoil energy and mo-
mentum transfer of single-photon interactions are required.
Examples of physics expected from combining absolute tran-
sition frequencies with atom interferometry include measure-
ments of local gravity [7] and a value for the fine-structure
constant [1].

A variety of techniques have been implemented to elimi-
nate Doppler effects in optical frequency measurements of

*Electronic address: Carol.E.Tanner.1 @nd.edu

1050-2947/2006/73(3)/032504(10)/$23.00

032504-1

atomic transitions. These include saturated absorption spec-
troscopy in vapor cells [3,8], magneto-optic traps [9], and
thermal atomic beams [10,11]. While vapor cell experiments
are easier to implement, the laser intensity must be high
enough to produce a saturated absorption spectrum. The high
laser intensity causes systematic effects due to optical pump-
ing, magnetic fields, and light pressure, which limit the final
uncertainty. In previous measurements of the 652,
—6p 2P1 ,» transition in 133Cs, the final uncertainty was lim-
ited by such systematic effects and not by optical frequency
measurement techniques [3]. In atomic beams, Doppler
broadening can be reduced geometrically to less than the
natural linewidth for allowed transitions, where its effect on
determining the spectral line centers is significantly reduced.
In addition, optical pumping can be suppressed by working
at low light intensity. With atomic beams, the most serious
experimental problem is often the shift of the optical reso-
nances caused by the Doppler effect when the projection of
the atomic velocities along the laser beam direction of propa-
gation is not zero. This shift can be significantly reduced in
magneto-optic traps because of the reduced atomic veloci-
ties, at the expense of a much more complicated system,
reduced signal size and issues with optical forces inducing
atomic motion [12]. In this work, we show that with a simple
experimental procedure and careful control of experimental
parameters, the Doppler shift caused by atomic and laser
beam misalignment can be reduced to the level of other
uncertainties.
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II. EXPERIMENTAL SETUP

The experimental setup is shown in Fig. 1. A probe diode
laser system emitting 895 nm light is used to excite a highly
collimated atomic beam perpendicular to the beam direction.
The fluorescence of the excited atoms is recorded with a data
acquisition system (DAQ). Part of the probe laser output is
mixed with the output of a Ti:sapphire femtosecond laser
frequency comb (FLFC). The probe laser frequency is offset
locked to a specific comb component and is scanned by
changing the offset frequency. A frequency counter measures
the probe laser frequency detuning. Atomic and laser beam
misalignment is measured and eliminated using information
from spectra with one and two counter-propagating laser
beams.

A. Diode laser system

The single mode 8 mW diode laser has a free running
linewidth of 15 MHz. Its linewidth is narrowed using optical
feedback from a 10 cm long Fabry-Pérot cavity (finesse of
100, defined as free spectral range divided by fringe width)
using the method of Dahmani et al. [13]. A beam splitter
reflects 50% of the laser output into the cavity. A lens places
the beam waist in the center of the cavity. The laser current is
modulated at 27 kHz and phase detection is used to control
the optical path length between the laser and the confocal
cavity by detecting the light transmitted through the Fabry-
Pérot cavity. The laser frequency is scanned by simulta-
neously changing the diode laser current and the confocal
cavity length, while the feedback loop keeps the optical path
length between the laser and cavity optimized. The output of
the laser transmitted through the beam splitter is used for
beat note measurements against the FLFC, and for the
atomic beam spectroscopy. Approximately 1 mW of the laser
output is used for the beat note. A small portion of the laser
output (several uW/cm?) is sent to the vacuum chamber

through a single-mode fiber and is used for atomic excita-
tion. After the fiber, the probe beam is collimated to a diam-
eter of 6.4 mm, and its polarization is aligned along the
atomic beam axis with a polarizer (extinction ratio of
1/1000). In order to measure the deviation from 7/2 rad of
the angle between the laser and the atomic beam, a corner
cube is used to retroreflect the probe beam after it passes
through the vacuum chamber. The uncertainty of the corner
cube angle is specified to be less than 9.7 X 107 rad. The
retroreflected beam overlaps the incident beam as it passes
back through the chamber. At the tip of the corner cube the
polarization is scrambled, so a polarizer with its axis aligned
with the incident laser beam polarization is placed between
the vacuum chamber and the corner cube. The intensity of
the retroreflected beam inside the interaction region is 60%
of that of the incident one due to losses from the chamber
output window, the polarizer, and the corner cube. By com-
paring one-beam spectra with two-beam spectra, the direc-
tion of the laser beam with respect to that of the atomic beam
can be steered using a piezoelectric-transducer (PZT) driven
optical mount that is controlled by the computer.

B. Atomic beam and fluorescence detection

The Cs beam is generated in a vacuum chamber contain-
ing a two stage oven. The oven consists of a reservoir and
nozzle as described in Ref. [14]. The reservoir is heated to
T=393 K and the nozzle is kept at T=443 K. The nozzle
consists of a closely packed array of small stainless steel
tubes that fill a rectangular hole in a stainless steel knife edge
flange. As it emerges from the nozzle, the atomic beam has a
rectangular profile, an angular divergence of a few degrees,
and a density of 2.6 X 10'3 cm™. A stack of closely spaced
microscope cover slips placed 12 cm down stream further
collimates the atomic beam to an angular divergence of 12
mrad over the entire 13 mm X 15 mm profile. The final den-
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FIG. 2. Neutral '3Cs energy level diagram (not to scale).

sity at the laser interaction region is 1.6 X 10'® cm™. At this
density, collisional shifts and broadening are negligible [15].
The beam from the probe laser intersects the thermal beam at
a right angle after the nozzle and above a large-area photo-
detector. The laser excites the 6s°S,,(F .=3.,4)
—6p 2P,,(F,=3,4) transitions in neutral '**Cs. The energy
level diagram of the cesium atom is shown in Fig. 2. A
curved gold mirror placed above the interaction region re-
flects the fluorescence of the excited atoms back onto the
photodetector, increasing the collection efficiency. The pho-
tocurrent is turned into a voltage with a high-gain transim-
pedance amplifier, and the voltage is sampled by a computer
with the DAQ board. In order to avoid shifts and distortion
of the line shapes, the magnetic field in the interaction region
is compensated to better than 2 X 10~° T by use of three pairs
of helmholtz coils. To avoid the formation of a Cs cloud
inside the vacuum chamber, a liquid nitrogen trap is used.

C. Femtosecond laser frequency comb

To measure and scan the frequency of the probe laser, part
of its output is mixed with the output of a self-referenced
femtosecond laser frequency comb [16—18]. By use of estab-
lished techniques [16,19,20], the frequency comb is refer-
enced to a stable hydrogen maser that has its frequency cali-
brated by a cesium atomic fountain clock [21]. The fractional
frequency instability of the comb teeth is equivalent to that
of the hydrogen maser, given by ~2 X 1073 772, with 7 the
integration time measured in seconds. When averaged for
several hours, the frequency of each tooth of the femtosec-
ond comb can be known relative to the cesium primary fre-
quency standard with uncertainties approaching a few parts
in 10'5. In this way, the optical frequency of the probe laser
can be precisely determined by measuring the beat note be-
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tween the probe laser and the component of the FLFC to
which it is locked.

III. THEORETICAL MODEL

The term “recoil shift” is used inconsistently in the litera-
ture and varies depending upon the particulars of the mea-
surement being discussed. Therefore the description of the
recoil energy shift that is relevant to the analysis of our re-
sults is given in detail here. The maximum probability for
single photon absorption by an atom occurs when momen-
tum and energy are conserved. Although the atoms in our
apparatus are not moving particularly fast relative to the
speed of light, the approach of using Lorentz invariant
4-vectors in this derivation is a natural way to maintain the
relationship between the photon’s momentum and energy as
well as its Doppler shift relative to the atom’s rest frame. In
the laboratory frame with the atom initially in the ground
state and moving with velocity v, the initial state of
the photon and atom can be described by the contravariant
4-vectors k“*=(w/c,k) and p{'=(ym,c,p;), where o is
the angular frequency of the photon in the laboratory,
[k|=w/c, y'=\1-B%, B=v/c, m, is the rest mass the atom
in the initial ground state, and p;= ym,v;. After the photon is
absorbed, the 4-momentum of the atom in the excited state is
py=(ypn.c,py), where m, is the rest mass of the atom in the
excited state and p; is its final momentum. Conservation of
4-momentum implies

pi +hk*=p;. (1)

Multiplying each side of Eq. (1) by its corresponding cova-
riant 4-vector, one obtains the 4-vector magnitude

(pi' + k) (pig + ko) = i'Pic+ Fip(K o+ T pio + ik fiky

=PiPfa- (2)

Since the magnitude of the individual 4-vectors are Lorentz
invariants pjf‘pfa=m)2(c2, pf‘pm=m§c2, k% ,=w*/c*-k-k=0,
Eq. (2) simplifies to

2+ 2h(wym, — a)yl-mgl'; - By
%, 3)

where we have used k=(w/ c)lA(. Rearranging, we obtain

méc2 +2h(wym,~k-p;) = m§
2
X

=m

m204 - m2C4

o(l—k-g)="nC"ME 4
voll -k ) =53 0

where we assume m,c>—m,c* to be the energy difference of

the atomic levels in the rest frame of the atom and express
this energy difference in terms of angular frequency
h(w,—w,)=E,—~E,=m,*—m,?* Substituting m,c*=m,c*
+hi(w,—w,) into Eq. (4) gives the expression
o, - w,)’

(0, — )" 5)

o(l-k-B)=w,-w,+
7zw( Bz) Wy wg 2mg02

This expression is relativistically correct and has a simple
interpretation. The term on the left-hand side is equal to the
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laboratory frequency of the photon transformed into the rest
frame of the atom, and the last term on the right-hand side is
related to the kinetic energy of the recoiling atom after it has
absorbed a single photon. Thus, properly accounting for the
recoil energy shift, the maximum probability for single pho-
ton absorption occurs at the center of the Lorentzian line
shape given by

L(w)
1

{’Yiw(l—f(‘ﬂz‘)—(ﬂ’x_wg*'

ﬁ(wx_w)2>J2 (E)z,
2mc? "2

(6)

where I'=1/7 and 7 is the spontaneous emission lifetime of
the excited state. In our experiment, we measure the photon
frequency in the laboratory frame that produces the maxi-
mum fluorescence, which occurs when the probability for
single photon absorption is maximized at the peak of the
Lorentzian.

In recent works [22,23], it was discussed that the atomic
recoil in a dispersive medium is nfik, where n is the index of
refraction of the medium. In this case, the term in Eq. (6)
related to the kinetic energy of the recoiling atom should
depend on 12, and so on the photon detuning from resonance
as well as the atomic beam density. We calculated the effec-
tive line shape of the absorption resonance taking into ac-
count the excited state natural linewidth of 4.5629(26) MHz
[5] and the index of refraction of the atomic beam at typical
densities of 1.6X10' cm™. The resulting line shape is
asymmetric because of the behavior of the index of refrac-
tion in the vicinity of the atomic resonance. When fitted
with a symmetric function, the line center is offset from
the Lorentzian line center calculated using Eq. (6). This off-
set is found to be negligible compared to our experimental
resolution.

In our apparatus, the atoms effuse from the nozzle, kept at
443 K, with a most probable speed of about 300 m/s. Since
B>~10""2, we can use y= 1. The first order Doppler shift,

ﬁ-ﬁ[, is largely eliminated by collimating the atomic beam to
a full angular divergence of ~12 mrad and aligning the laser
beam perpendicular to the atomic beam. The resulting veloc-
ity distribution convolved with the Lorentzian line shape
yields a Voigt profile where the Lorentzian line width is com-
parable to the Gaussian width [14].

In the case of zero magnetic field, all Zeeman sublevels
M of a specific ground- (F,) or excited- (F,) state compo-
nent of the Cs atoms have the same energy, and a single
Voigt profile can be used to describe all of them. If there is a
static magnetic field present, each Voigt profile from a spe-
cific Zeeman sublevel pair (M p,, M) will have a maximum
at a different optical frequency. Also, optical pumping will
generally occur, causing the initially uniform population of
the Zeeman sublevels of the ground state to be redistributed,
and the fluorescence amplitude of each Voigt profile will be
different. In order to describe the fluorescence of a specific
ground-state—excited-state pair (F,,F,) with a single Voigt
profile, the static magnetic field in the interaction region is
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minimized to suppress Zeeman splitting, and the laser inten-
sity kept low enough to reduce optical pumping. In our case,
the background magnetic field in the interaction region is
reduced to 2 X 107® T, and the laser intensity is kept on the
order of 2 uW/cm?, or approximately 1/1000 of the satura-
tion intensity of the 6s *S,,,— 6p *P,, transition.

If the angle deviates from /2 rad, the Doppler effect
causes shifts in the optical frequencies of all transitions. The
approach used here is to keep the angle between the atomic
beam and the laser beam as close to /2 rad as possible, as
described in [24]. If there is a deviation from 7r/2 rad, using
a second counter-propagating beam creates two superim-
posed unresolved profiles with centers that differ by twice as
much as the Doppler shift caused by the deviation. If these
two-beam spectra are fitted with a single-profile function, the
effective center is different from that obtained by fitting a
one-beam spectrum. By minimizing this difference, the de-
viation of the angle between the laser and the atomic beam
from 77/2 rad is also minimized, allowing the use of a single
Voigt profile to obtain each of the line centers.

In the model, a dc offset accounts for the photodetector
leakage current and laser scattered light. A linear slope pa-
rameter accounts for any slow change in the photodetector
leakage current. The laser intensity is found to vary less than
0.5% over the entire scan interval. The measured spectrum
consists of data points for which the optical frequency, the
averaged fluorescence signal and the standard deviation of
the fluorescence signal are recorded. The fitting program
uses the standard deviation of each fluorescence measure-
ment as a weighting factor. The Levenberg-Marquardt
method of minimization is taken from [25].

IV. MEASUREMENT PROTOCOL
A. Frequency measurement

The 6p P, ,, excited state has two components, separated
by 1.168 GHz due to the hyperfine interaction. The ground-
state components are well separated by 9.193 GHz. The
natural linewidth of the excited state is 4.5629(26) MHz [5].
The large separations allow the optical transition between
each pair of ground (F,) and excited (F,) states to be mea-
sured separately. To determine the optical frequency of each
pair, the probe laser is offset locked to a specific FLFC com-
ponent, and is scanned within a 40 MHz broad interval by
changing the offset frequency. The repetition rate and the
offset frequency of the FLFC are chosen so that the optical
frequency of the specific spectral component is in the center
of the probe laser frequency scan. To perform the offset lock,
the beat note between the probe laser and the comb compo-
nent is mixed with the output of a rf synthesizer, referenced
to the hydrogen maser. The offset lock maintains the differ-
ence between the synthesizer frequency, fynm, and the probe
laser-comb beat note, f}.,. When the computer scans the RF
frequency synthesizer, the offset lock scans the probe laser to
maintain the difference between foy,q, and fye,. The offset
frequency is chosen to be approximately 30 MHz by adjust-
ing the phase delay arm length of a frequency discriminator
used in the offset lock scheme, as described in [26]. Instead
of measuring the beat note between the probe laser and the
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frequency comb, which changes as the probe laser is
scanned, the difference ficas=/fsynih—fbea ™= 30 MHz, main-
tained by the offset lock, is measured. This signal has a
signal-to-noise ratio of more than 30 dB in 300 kHz band-
width. To avoid interference with the higher frequencies of
the beat note and the synthesizer, bandpass and low-pass
filters are used before the signal is sent to the frequency
counter. The probe laser frequency can be either above or
below the comb frequency component, so the measured fre-
quency of the beat note is the absolute value of the frequency
difference between the probe laser and the comb component
Foear=fcomb—Sprobel- The sign is determined before the offset
lock is turned on by observing the change in the beat note
when the repetition rate is increased or decreased.

B. Spectrum measurement

The measurements are done as follows. The probe laser
frequency is roughly adjusted to the maximum of the optical
transition 6s %S, ,(F,) —6p *P,,(F,) of interest. The optical
frequency of the Nth comb component is given by f.omp
==fo+Nf,p, where f; is the comb offset frequency and f,
is the repetition rate on the order of 1 GHz. The rf synthe-
sizer frequency is set to be 30 MHz above f., and the dif-
ference finm—foear 18 locked. The beat note fi, is then
scanned over the interval 70-110 MHz by changing the rf
synthesizer frequency. The FLFC repetition rate f., is
changed to make the laser frequency equal to the transition
maximum when fie.=!fcomb—/fprobe| =90 MHz. A diagram of
the temporal behavior of the different frequencies during a
scan is shown in Fig. 3. Four scans of one-beam data are
recorded, two with increasing, and two with decreasing laser
frequency. Each scan consists of 100 data points with a fre-
quency difference of 400 kHz between them. Subsequent to
each frequency step, the fluorescence is measured in a 0.5 s
interval with a rate of 2000 samples per second while the
counter simultaneously measures ficas=/fsynth—Soear The
counter performs statistics on four frequency measurements.
The computer records fynm=/meas=Svears the averaged fluo-
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FIG. 4. Typical one-beam spectrum of 6s S, n(Fe=4)
—6p 2Pl 1»(F=4) transition. Top plot: data—open circles; model—
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given as error bar. The error in the mean for each point can be found
by dividing the standard deviations by v1000.

rescence signal, and the standard deviation of the fluores-
cence signal. A typical one-beam spectrum of the
65 2S5(F,=4) —6p *P, ,(F,=4) transition is shown in Fig.
4. The standard deviation of each fluorescence data point is
shown as an error bar on the bottom graph of Fig. 4.

After the scan is performed, the retroreflected beam is
sent into the interaction region and four two-beam scans are
acquired as described. The two types of spectra (four scans
each) are then fitted with the same one-beam model. A fit of
the one-beam spectrum in Fig. 4 is also shown. The Doppler
shift is canceled by minimizing the difference between the
optical frequencies in one- and two-beam spectra. All line
centers for one-beam data for which the difference in the
centers between the one and two laser beam configurations is
less than 3 kHz are used to determine the Doppler shift-free
optical frequency.

V. RESULTS AND DATA ANALYSIS
A. Optical frequency determination

Toward determining the unperturbed or shift-free optical
frequencies, the spectral line centers are extrapolated to zero
laser intensity by collecting data at different intensities for
both beam configurations. The experimentally determined
intensity-dependent shifts are listed in rows 1 and 2 of Table
I. These corrections compensate for shifts due to optical
pumping, Zeeman effect, and multiple-photon recoils. The
few atoms that might absorb an additional photon shift the
peak center by a negligible amount for which the intensity
adjustment compensates [27]. Since the 6s°S,,—6p *P,
transitions are open and the atoms can decay to the ground
state component which is not accessible to the laser, all
intensity-dependent shifts are smaller than, for example, the
ones observed for the closed transitions for the 6s zS, n
—6p *P;, transition [24].

Also listed in Table I are the uncertainties in the optical
frequencies due to other systematic effects. Frequency shifts
due to the Zeeman effect are measured by applying one at a
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TABLE I. Systematic corrections and uncertainties in kilohertz
units. [(1) One-beam data; (2) Two-beam data]. For the intensity
dependent shift (rows 1 and 2), the correction that has to be made to
the optical frequency values when extrapolating to zero laser inten-
sity is shown. The uncertainty associated with this correction is
given in parentheses.

3—=3 3—4 43 44

(1) Intensity dependent shift 0.6(0.5) 1.3(0.6) 0.7(0.7) 0.1(0.7)

(2) Intensity dependent shift 0.1(0.6) 0.5(0.7) 0.9(1.0) 0.5(1.1)
Zeeman effect +0.5 +0.5 +0.5 +0.5
AC Stark shift <0.1 <0.1 <0.1 <0.1

time a dc magnetic field of 1X 107 T in each of the three
spatial directions. From the shifts measured, an upper limit
of 0.5 kHz is placed on the Zeeman frequency shift caused
by the maximum residual dc magnetic field of 2 X 107 T in
the interaction region, as listed in row 3 of Table I. At an
intensity of 2 uW/cm?, the ac Stark shift is calculated to be
less than 100 Hz, as listed in row 4 of Table I. The density-
dependent shift is estimated to be negligible at the given
atomic beam density. Also, the atomic density was changed
by a factor of two without measurable effect on the optical
frequencies.

In our previous optical frequency measurement [24], the
uncertainty in the optical frequencies given by the corner
cube angle imperfection was assumed to be the one specified
by the manufacturer, 9.7 X 107 rad. In the present experi-
ment, it was found that rotating the corner cube by 7 rad
produces a shift of 1.1(1.0) kHz; however, this systematic
effect was eliminated from our present data. For half of all
measurements, the corner cube was rotated by 7 rad before
minimizing the laser-atomic beam misalignment.

The data for each of the four optical transitions
(F,=3,4—F,=3,4) were collected over a period of several
months. The fitted line centers were extrapolated to zero la-
ser intensity using the measured shifts given in rows 1 and 2
of Table 1. The zero-intensity optical frequencies for the one-
(f1p) and two-beam (f,,) configurations were used to deter-
mine the Doppler-free values using the relation

fzero flb (flb_be)a’ (7)

where a=1.3(2) is an experimentally measured parameter
[27], which depends on the ratio between the two laser beam
intensities.

The uncertainty for each scan is the quadrature combina-
tion [according to Eq. (7)] of the one- and two-beam fit un-
certainties, the uncertainties of the intensity extrapolation
(rows 1 and 2 of Table I), and the Zeeman effect uncertainty
(row 3 of Table I). The weighted mean value and the
weighted average variance for each optical frequency are
given in rows 1 and 2 of Table II.

B. Systematic checks

One possible check of the validity of our optical fre-
quency values is to compare the frequency separation be-
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TABLE II. Optical frequencies between different components of
the 6s 2Sl,z(Fg=3,4)—>6p P, ,(F,=3,4) transition, measured in
kilohertz units. Rows 1 and 2 represent weighted averages of the
measured values. Rows 3 and 4 represent the values obtained by
least-squares minimization of the values in Rows 1 and 2 using the
ground-state HFS splitting Avésm as a constraint, and the line cen-
troid fp; and the excited state HFS splitting Avé,p”2 as unknowns.

FXZS FX=4
Meas.  F,=3 335120562 759.7(4.9) 335121730 483.2(5.3)
Meas. F,=4 335111370 130.2(4.6) 335 112537 853.9(4.0)
Least-sq. F,=3 335120562 760.8(3.4) 335121 730484.4(3.3)
Least-sq. F,=4 335111370129.1(3.4) 335112537 852.7(3.3)

tween the excited- and ground-state components due to the
hyperfine structure (HFS). Two such checks are possible us-
ing different optical transitions. One is to compare the
excited-state frequency splitting by subtracting the optical
frequencies of the transitions for which the laser excites the
same ground-state component F, but different excited-state
components. Another check is to compare the optical fre-
quencies of the transitions for which the laser excites the
same excited-state component F, but different ground-state
components, and compare the difference with the ground-
state splitting that is used as the definition of the second [28].
From the optical frequency measurements, the following re-
sults are obtained:

Fru=frs=Avg, =1167723.5(7.3) kHz
f44 —f43 = AV6p1/2 =1167 7237(61) kHz

f f43 AVﬁJl/Z -2. 3(6 8) kHz

f34= fas— Ave, ,=—2.5(6.7) kHz, ()

where f,, is the optical frequency of the transition between
F,=g ground and F,=x excited-state component, Av6p” is
the hyperfine splitting of the 6p Pl n exc1ted state, and
A1/6Y is the hyperfine splitting of the 6s S1 ,» ground state.
The excellent internal consistency suggests that there is no
significant underestimation of the uncertainties.

C. Dy line centroid and 6p 2P1,2 state HFS splitting

Our direct measurements consist of the four optical fre-
quencies given in the top two rows of Table II. Each value
corresponds to the frequency of the photon required to make
a transition from a particular ground-state hyperfine level to
a particular excited-state hyperfine level with maximum
probability, and we label these frequencies as f,,. These fre-
quencies differ from the frequency corresponding to the en-
ergy difference between a pair of atomic levels, (E,~E,)/h
=f—f, as derived in Eq. (5)

2
fgx:fx_fg (f ) . (9)

2mc
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The difference in the energy between the excited state
atom at rest and the ground-state atom at rest can be ex-
pressed as the difference between their respective energy
centroids expressed as a frequency f. plus the difference in
their respective shifts due to the presence of the hyperfine

interaction, fyp,—/fHr,
fx_fngc+fHFx_fHFg' (10)

We note that in substituting Eq. (10) into Eq. (9), the photon
frequency has a different recoil energy shift for each pair of
excited- and ground-state hyperfine levels

fgx=f0+fHFx_fHFg
N hfz2 1+2(fHFxf_fHFg) + (fHFx;szFg)z}

2mgc

(11)

However, the contribution to the recoil due to the hyperfine
shifts is less than 1 Hz in all cases, so we consider only the
recoil contribution due to the line centroid

hf:

.
2mgc

fgxzfc-"fHFx_fHFg-" (12)

With this simplification, the four optical frequencies in-
volved are theoretically related to two unknown parameters:
the energy centroid, f, and the excited-state hyperfine split-
ting Afyr, and one known constraint, the '**Cs ground-state
hyperfine splitting Afyg,

hf? 7 7

Saa= (fc+ ngc2> + EAfHFx— EAfHFg
hf? 7 9

Sa= (fc+ 2mgcz> + EAfHFx"' EAfHFg
hf? 9 7

faz= (fc+ m Ccz> - EAfHFx_ 1_6AfHFg

8

hf? 9 9
fi3= (fc+ w) - 1—6AfHFx+ 1_6AfHFg' (13)

Our directly measured optical frequencies from Table II are

£ =335 112 537 853.9(4.0) kHz
£1, =335 121 730 483.2(5.3) kHz
fit =335 111 370 130.2(4.6) kHz

fi5=335120562759.7(4.9) kHz. (14)

The system of four equations and two unknowns is overde-
termined. Therefore, we perform a least-squares reduction
analysis to find the most probable values for fc+hf§/ ngc2
and Afyg, by minimizing the sum of the deviations
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X2 = (fftn4_f44)2 +(f34 _f34)2 +(f43 _f43)2 +(f5 —fs3)2
(15)

with respect to these two unknowns to obtain the following
expressions:

=1167723.6(4.8) kHz

AfHFx=fT4+f34 _fftn3‘;f73”3

2

e A
fet 6 2 T16 2 16w

( hf: ):2ﬁ4+f13n4+lﬂf3+f3ﬂ3_L
2mgc2
=335 116048 750.0(2.4) kHz. (16)

Substituting into Eq. (16) the four measured optical frequen-
cies and using standard error propagation techniques, we ob-
tain the values given at the right. Solving for f., we obtain
the frequency centroid of the transition

f.=335116 048 748.1(2.4) kHz. (17)

Note that the definition of the frequency centroid used here
excludes the shift of hff/ 2mgc2:1.9 kHz, which is due to
the momentum imparted to a cesium atom by absorption of a
single photon.

The values for fc+hff/ 2mgc2 and Afyp, can also be sub-
stituted into Eq. (13) to obtain our final least-squares consis-
tent experimental values

hf?

7 7
m cz) + EAfHFx - BAfHFg
g

=335 112 537 852.7(3.3) kHz

Saa= (.fc+

hf:

= +
f34 <fc ngcz

=335121730484.4(3.3) kHz

7 9
) + 1_6AfHFx + EAfHFg

hf?

9 7
Sfa3= <fc + ngcz) - 1_6AfHFx + EAfHFg

=335111370129.1(3.4) kHz

hf? ) 9 9
= —|-—A —A
f33 <f6+2mgcz 16 SuEy + 16 S HEg
=335120562760.8(3.4) kHz. (18)

The directly measured optical frequencies and the least-
squares-reduced values appear for comparison in Table II.
The least-squares value of the excited-state hyperfine split-
ting Afyp, is given in Table III together with previous mea-
surements.

VI. DETERMINATION OF THE FINE-STRUCTURE
CONSTANT

A. Recomputing i2/m

The fine-structure constant « permeates physics, and its
precision has driven both theory and experiment now for
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TABLE 1II. Hyperfine structure splitting of 6p2P] 1, excited
state, measured in kilohertz.

1167 723.6(4.8) This work

1167 688(81)
1 167 540(320)

Udem et al. [3]
Rafac and Tanner [29]

almost 100 years [27]. Since 1985, the value of « has been
dominated by the value obtained from the anomalous mag-
netic moment of the electron, which now has an uncertainty
of 3.8 X 107°. However, the measurements of the magnetic
moment of the electron must be combined with substantial
but improving QED calculations. The cesium system pro-
vides a way of obtaining a competitive value of alpha that is
QED free. The preliminary results for h/mc, reported in
2002 by Wicht er al. [1] using an atom interferometer gave a
value of « precise enough to be used in the (CODATA) de-
termination of recommended values of the fundamental con-
stants [30]. This value of « had an uncertainty of
7.7X107°. Since the determination of @ from cesium de-
pends upon the '**Cs D transition frequencies, and our mea-
surements disagree with the best previously reported mea-
surements (by 1.4 combined standard deviations), we are
compelled to report a revised value for a.

Wicht et al. [1] used an atom interferometer to measure
the frequency shift of an atomic resonance due to recoil after
the atom interacts with an integer number of photons. In their
experiment, cesium atoms are first prepared in a single
ground state hyperfine level that can be described by p{
=(yimqc,p;). The atoms then interact with one pair of pho-
tons, which transfers the atomic population from one hyper-
fine ground state to another by absorption, kiy=(ws/c.k,),
then stimulated emission, kz=(wp/c,kp). Next the atoms in-
teract with a second pair of photons that transfers the atomic
population back to the initial ground state hyperfine level
through absorption, kp*=(wg/c,Kkp), then stimulated emis-
sion, k,*=(w,/c,Kk}). In the end, the atoms have interacted
with four photons and are back in their initial atomic state
but have a different momentum, p¢=(ygmyc,py). The reso-
nance condition for this four-photon process is given by en-
ergy and momentum conservation, which is easily repre-
sented in terms of 4-vectors
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pi+ kS + hiky = pf + ik, + hkg, (19)

where the left-hand side represents incoming particles and
the right-hand side represents out-going particles. Solving
for p}’f, taking the 4-vector magnitude on both sides, and
rearranging gives

Zﬁ[(kA - kB) - (k;\ - kt,a)]apia
+ 17 (kg — kp) = (kjy — k) 1Tk — k) = (kp — k)]

=plgpfa_pz('ypia=0’ (20)

where all of the p;, p, k4 and kg are 4-vectors. Using
p?pfa=m§c2= D Pio leaves zero on the right-hand side. Rear-
ranging and writing the result in terms of known parameters
and those measured in the laboratory frame, we find

2yimgf[(wq = wp) = (wj — wp)] = [(ky —kp) = (kj —Kkp)] - v}
== h[(kA - kB) - (k;x - kzla)]a[(kA - kB) - (k,:x - ké)]a' (21)

Solving for the frequency difference between the photon
pairs and expanding the 4-vector product of the photon k
vectors gives

(w5 = wp) = (0 — wp) =[(ky —kp) - (ky —kp)]-v;

f A~ A
+ ——[wa0p(1 =K, - Kp)
Yimgc

+w,(1-k, k')
- wywp(l - l;A . E\'B)
- wgw)(l - l;B : E\,A)
+ wpwp(l - 123 . QB)
+ ooyl -k K p)]. (22)

In the recoil measurement experiment, the unit vectors are

chosen such that kz=-k,, k'p=k,, and k' ,=—k,. Thus the
resonance condition for the two two-photon processes is

TABLE IV. Physical constants used to calculate the value of alpha.

Constant Value Precision Reference
Speed of light ¢ 299792 458 m/s Exact
Rydberg constant R, 10973 731.568 525(73) m™! 6.6 X 10712 [30]
Recoil shift f,../2 15 006.276 88(23) Hz 15000 X 10712 []
Electron mass m, 5.485799 0945(24) X 10~* u 440x 10712 [30,32]
Cesium atomic mass mg, 132.905 451 931(27) u 200 10712 [30,33]
Opt. frequency f33+f43 670 231 932 889.9(4.8) kHz 7Xx 10712 This work
Unified atomic mass unit u 1.660 538 86(28) X 10727 kg 1.7X1077 [30]
Value of o' 137.036 000 0(11) 7.7%107° This work
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(w4 — wp) — (wy — wp) = (w4 + W+ Wy + Wp)K, - B;

+ iz(wAwB + w0, + 0w+ 0y 0p). (23)
YimgC

This expression is relativistically correct; however, several
simplifications can be made. The left-hand side contains the
frequency difference between the first two-photon resonance
and the second two-photon resonance measured by Young
[31] and Wicht et al. [1]. Since their atom interferometer
uses laser cooled atoms in an atomic fountain, the initial
atomic velocities are small, and one can make the approxi-
mation ;= 1. However, an initial atomic velocity does result
in the first-order Doppler shift term on the right-hand side,
which they eliminated experlmentally by reversing all of the

photon directions, i.e., kA—>—kA, and averaging the results

(wp — wp) - (wflx - w;})

2h
= ——(wp0p + W 0) + Wpwp + W ). (24)

mgc

If we make the substitutions wy=ws,—Aw, and wy=wp
—Awpg, then we obtain the following equation, where we eas-
ily see the simplification that occurs by keeping only the
lowest order term on the right-hand side:

2h(wy + wp)?

(w5 = wp) — (w) — wp) = 2
mgc
AwA + A(l)B AwAAwB
wy + wp ((l)A + (l)B)2
2h(wy + wp)?
~ SRt (25)

8

This result agrees with Young’s Egs. (2.30) and (2.31) in Ref.
[31] and is used by Mohr and Taylor in Ref. [30]. This deri-
vation, however, reveals where approximations are being
made. When the result of Eq. (25) is expressed in units of
frequency, the left-hand side is the recoil frequency defined
by Mohr and Taylor in Ref. [30], and the right-hand side
contains the optical photon frequencies given by our results
in Eq. (18)

2h
Sree= S(fas + f3)” (26)
mCsC

Wicht et al. reported the cesium atomic recoil as fi../2
=15006.276 88(23) Hz, where we are using the definition of
frec used by Mohr and Taylor [30]. However, Mohr and Tay-
lor [30] used the value f33+f43=670231933044(81) kHz
reported by Udem er al. [3]. We now use our value, f33
+f43=670231 932 889.9(4.8) kHz to obtain a new value for
h/meg=3.002 369 432(46) X 10~ m?/s, which can be com-
pared to the value given by Mohr and Taylor, h/mc
=3.002 369 430(46) X 10~ m?/s. Mohr and Taylor assumed
that the frequency uncertainties in [3] were highly correlated
due to Zeeman effects and added the uncertainties linearly,
whereas we added ours quadratically. The uncertainty of
h/mc, remains about 15X 10~ due to the uncertainty in f,...
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B. Recomputing alpha from the cesium system

Alpha can be related to other fundamental constants
through the equation

ot = =——Lt=— (27)

cm, c m, m, meg
However, mp, m,, and mcg in kilograms have uncertainties
of 170X 107 or more, so mass ratios or masses in atomic

units are utilized. The equation used in the CODATA 2002
determination was: h/m('¥Cs)=A,(e)ca?/A(1FCs)2R...,
where the left-hand side is an experimental measurement
used to adjust the constants on the right-hand side. The
speed of light ¢ is defined exactly, R, was set to a fixed
value (R,=10973731.568525(73) m™!) early in the
CODATA adjustment procedure, and the uncertainties in
the atomic mass of both the electron and the cesium atom
are such that their uncertainties dominate. In a technical
sense the atomic mass of the proton does not appear, but
in a practical sense it is used in the experiments that
determine the relative masses of the electron and the cesium
atom. Improvements in precision for the masses for both
the electron A,(e)=5.485 799 0945(24) X 10™* u and the ce-
sium atom A,('*Cs)=132.905 451 931(27) u were used in
the CODATA 2002 determination [30] based on recent work
[32,33]. Such changes can make it difficult to compare
different determinations of alpha. The mass of the proton
remained  A,(p)=1.007 276 466 88(13) u(130x 107'?) in
the CODATA 2002 determination. Using 2002 CODATA
values we obtain the result & '=137.036 0000(11) with an
uncertainty of 7.7X 107 from the cesium atomic recoil
measurements.

VII. CONCLUSIONS

We have significantly improved the determination of the
four absolute optical frequencies required to drive all pos—
sible smgle photon hyperfine components of the 6s S 1
—6p *P,,, transition in atomic '**Cs. We have reached a
precision of less than 4 kHz by improving upon both the
precision and accuracy of previous work. The known values
for the resonances make excellent and easily realizable labo-
ratory optical frequency standards. Our results have allowed
us to calculate other values for the cesium D; centroid and
the hyperfine splitting of the 6p 2P1 ,, state. Finally, our re-
sults play a significant role in determining the value of the
fine-structure constant by the use of the cesium recoil mea-
surement technique.
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