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ABSTRACT Broadband supercontinuum spectra are generated
in a microstructured fiber using femtosecond laser pulses. Noise
properties of these spectra are studied through experiments and
numerical simulations based on a generalized stochastic non-
linear Schrödinger equation. In particular, the relative intensity
noise as a function of wavelength across the supercontinuum
is measured over a wide range of input pulse parameters, and
experimental results and simulations are shown to be in good
quantitative agreement. For certain input pulse parameters, am-
plitude fluctuations as large as 50% are observed. The simu-
lations clarify that the intensity noise on the supercontinuum
arises from the amplification of two noise inputs during propa-
gation – quantum-limited shot noise on the input pulse, and
spontaneous Raman scattering in the fiber. The amplification
factor is a sensitive function of the input pulse parameters. Short
input pulses are critical for the generation of very broad super-
continua with low noise.

PACS 42.50.Lc; 42.65.Re; 42.81.Dp; 02.60.Cb

1 Introduction

Supercontinuum generation has been explored for
decades in both bulk materials and optical fibers [1]. With
the advent of microstructured fibers and tapered optical fibers,
broadband supercontinuum spectra have been observed that
span more than a factor of two in optical frequency [2, 3].
Supercontinuum generation of this type has been observed
under a wide variety of experimental conditions, using in-
put pulses with durations ranging from several nanoseconds
to several tens of femtoseconds [4–11]. These supercontinua
have already found applications in optical coherence tomog-
raphy [12, 13], spectroscopy [14, 15], and particularly in op-
tical frequency metrology, where they have led to the de-
velopment of a new generation of optical clocks with short-
term stability exceeding the performance of the world’s best
microwave-based atomic clocks [15–17].

All these applications exploit the broad spectral width
and high brightness of the supercontinuum, but they also de-
mand low-noise properties, since intensity fluctuations will
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ultimately limit the precision and sensitivity of any measure-
ment. Unfortunately, recent experiments have reported that
the supercontinuum can possess significant broadband ampli-
tude noise that can attain levels corresponding to 50% tem-
poral intensity fluctuations for certain ranges of input param-
eters [18]. While in some experiments empirical steps have
been taken to reduce this noise [19, 20], it is clear that a more
complete understanding of the physical origin and scaling
properties of the noise is essential if the supercontinuum is to
be exploited to its full potential.

The purpose of this paper is to present a systematic ex-
perimental and numerical study of this broadband amplitude
noise on the supercontinuum with the objectives of identi-
fying its physical origin and developing practical guidelines
for its minimization. We show that the origin of the noise is
the amplification of quantum fluctuations to macroscopic lev-
els. This noise amplification is closely related to earlier work
by Nakazawa and others on the amplification of amplified
spontaneous emission (ASE) during continuum broadening
of short 1.5-µm pulses in conventional fibers [21–23]. Al-
though this noise cannot be eliminated in our case because
of its fundamental origins, we nonetheless identify methods
of reducing its amplification through a judicious choice of
input pulse parameters. Aside from the direct practical rele-
vance of these results to applications of the supercontinuum,
these results represent a significant advance in the modeling
of supercontinuum generation by extending the modeling ca-
pabilities to include prediction of noise properties. Here, we
present the first quantitative comparison between the meas-
ured noise on the supercontinuum and that predicted from
stochastic numerical simulations.

The amplitude noise discussed here is broadband and, as
we will show, arises from two fundamental quantum noise
seeds: the input pulse shot noise and spontaneous Raman
scattering along the fiber. In addition to this noise, there is
a large amplitude noise component at low frequencies that
results from fluctuations in the laser input power that are in
excess of shot noise [24], and which is closely related to the
strong sensitivity of the supercontinuum spectrum to the input
pulse energy [5, 25]. The low-frequency noise differs from the
broadband noise component, discussed here, in two import-
ant respects. First, it has a different dependence on the input
laser pulse parameters. Second, because it results from fluctu-
ations in the energy of the input laser pulse, it can be reduced
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by using a less noisy laser. In contrast, the broadband noise
component discussed here will always be present because it
results from the intrinsic fluctuations of quantum shot noise
on the input laser pulse.

This paper is organized as follows. In Sect. 2, we describe
our experimental setup. Our experiments use femtosecond
pulses from a Kerr-lens mode-locked Ti:sapphire laser to gen-
erate a supercontinuum in a 15-cm length of microstructured
fiber. The noise properties are quantified in terms of the rela-
tive intensity noise (RIN) as a function of wavelength across
the output spectrum. Before presenting the experimental re-
sults in detail, we describe in Sect. 3 the numerical model
of the supercontinuum generation process that we have used
to analyze and interpret our experiments. Although many
of the features of supercontinuum generation in microstruc-
tured fibers have been previously described using generalized
nonlinear Schrödinger equation (NLSE) simulations [4, 8–
11, 25–27], modeling the supercontinuum noise properties
has necessitated the development of a stochastic NLSE model
that rigorously includes quantum-limited shot noise on the
injected input field as well as spontaneous Raman fluctua-
tions [18, 28]. In Sect. 4, we present our experimental results
and, in parallel, compare them in detail with the results of the
numerical simulations. Section 5 gives a general discussion of
these results, and also includes the results of additional sim-
ulations that have been performed in order to elucidate the
physical origin of the broadband noise, quantifying in par-
ticular the relative contributions of input pulse shot noise and
spontaneous Raman scattering. Section 6 concludes the paper.

2 Experimental setup

Figure 1 shows the experimental setup. An argon
ion laser pumps a femtosecond Ti:sapphire laser that gener-
ates pulses centered at 810 nm at a 100-MHz repetition rate.
The output pulses are directed through a double-passed fused-
silica prism pair to introduce a quadratic spectral phase on
the laser pulses (corresponding to a linear chirp), permitting
the study of supercontinuum generation over a range of in-
jected pulse durations and chirp parameters. The chirp and
duration of the input laser pulses at the entrance to the fiber
are inferred from spectral and interferometric autocorrela-
tion measurements, assuming a sech2 pulse intensity enve-
lope. After traversing the prism pair the pulses pass through
a broadband, zero-order half-wave plate that is used to align
the input polarization with the principle axis of polarization
of the fiber. The pulses are then injected into a 15-cm length

FIGURE 1 Simplified schematic of the experimental setup. After exiting
the microstructured fiber (MF), a portion of the supercontinuum is directed
to an OSA, and the remainder is filtered by a grating monochromator and
detected by a photodiode

of microstructured fiber with zero group-velocity-dispersion
at 770 nm [2].

After the microstructured fiber, we measure both the su-
percontinuum spectrum and the corresponding amplitude
noise on the spectrum across the full spectral range of the
supercontinuum. As discussed below, both the spectrum and
corresponding amplitude noise possess significant structure
with wavelength and can vary by several orders of magnitude
across the spectrum. To measure the supercontinuum spec-
trum at the fiber output, ∼ 10% of the output is directed to
an optical spectrum analyzer. To measure the amplitude noise
across the supercontinuum, the remaining 90% of the out-
put is processed as shown on the right-hand side of Fig. 1.
Specifically, the supercontinuum is spectrally filtered by
a monochromator with a bandpass of 8 nm and then detected
by either a Si photoreceiver for wavelengths under 900 nm or
an InGaAs photoreceiver for wavelengths over 900 nm. The
detected light is typically well under the saturation limit of
the detector, but at a few wavelengths across the supercontin-
uum the optical power exceeds the detector saturation limit;
for these wavelengths, a variable optical attenuator reduces
the total light intensity to below saturation. The resulting
time-varying photodiode voltage is then Fourier-analyzed
with an electrical spectrum analyzer. Two separate measure-
ments are made: the total carrier power at 100 MHz in dBm,
and the total RF noise power at the desired RF Fourier fre-
quency, normalized by the detection bandwidth, in units of
dBm/Hz. This total noise power includes contributions from
the detection system and the supercontinuum itself. At lower
values of the measured RIN, these two contributions can be
comparable; therefore the measured noise floor of the de-
tection system is subtracted from the total measured noise
power to yield the excess noise resulting just from fluctu-
ations in the supercontinuum. This supercontinuum noise
power is then divided by the measured dc carrier power (cal-
culated from the carrier power at 100 MHz) to give the RIN
in dBc/Hz. In the electrical domain, the RIN in dBc/Hz rep-
resents the level of the noise expressed in dB below the dc
carrier that would be measured by a hypothetical RF filter with
a 1-Hz bandwidth. In the optical regime, the RIN represents
the variance in the optical intensity fluctuations normalized
by the square of the average optical intensity. The noise is
measured at wavelength increments of 10 nm across the full
supercontinuum.

3 Numerical simulations

The numerical simulations that have been de-
veloped to model these measurements are based on the gen-
eralized stochastic NLSE [18, 28]:
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Here E(z, t) is the complex pulse envelope in a co-moving
frame, and the βk’s describe the fiber dispersion, which
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is modeled using the beam propagation method for the
microstructured fiber described in [2, 29]. In fact, for in-
creased accuracy in the simulations, we use the global dis-
persion characteristics rather than a finite Taylor-series ex-
pansion, but accurate modeling of the dispersion could be
obtained using βk terms up to sixth order. For completeness,
the values at 810 nm used are: β2 = −9.960 ×10−27 s2/m,
β3 = 8.302 ×10−41 s3/m, β4 = −9.454 ×10−57 s4/m, β5 =
−9.385 ×10−71 s5/m, and β6 = −1.025 ×10−85 s6/m. The
nonlinear coefficient in the simulations is γ = 100 W−1 km−1,
which is calculated based on a nonlinear index n2 =
2.6 ×10−20 m2/W for silica and an effective area of 2 µm2.
The response function R(t) = (1− fR)δ(t)+ fRhR(t) includes
both instantaneous and delayed Raman contributions, and the
fractional Raman contribution used was fR = 0.18. For hR, we
used the measured Raman response of silica [30]. The effect
of spontaneous Raman scattering during propagation appears
in (1) as the multiplicative stochastic variable ΓR, which has
frequency-domain correlations given by
〈
ΓR (Ω, z) Γ ∗

R

(
Ω′, z′)〉 = (2 fRhω0/γ ) |ImhR (Ω)|

× [nth (|Ω|)+U (−Ω)]

× δ
(
z − z′) δ

(
Ω −Ω′) . (2)

Here, the thermal Bose distribution is nth(Ω) =[
exp(hΩ/kBT)−1

]−1
, U is the Heaviside step function, and

δ(x) indicates the Dirac delta function. The input pulse initial
conditions, or the initial value for E, are those of the experi-
mentally measured pulse duration and chirp, with the addition
of fluctuations discussed below. In addition to the specified
second-order quadratic phase distortion, referred to through-
out this paper as “chirp”, a small (∼ 500 fs3) third-order
phase distortion is included, allowing the theory to reproduce
the experimentally measured pulse durations at small chirp
magnitudes.

Two sources of fundamental quantum noise are included
in these simulations. First, as described above, spontaneous
Raman scattering is included in the last term of (1). Sec-
ond, shot noise is included on the input laser pulse. The shot
noise is modeled semiclassically by subdividing the original
input electric field pulse into small time steps and then adding
a variation in the magnitude of the input pulse electric field
corresponding to the square root of the number of photons in
each time step. An equivalent frequency-domain implementa-
tion of the input pulse shot noise was found to yield identical
results. These variations then propagate through the calcula-
tion, and in general are amplified through the nonlinear nature
of the calculations.

We emphasize that the magnitude of the quantum noise
terms, both shot noise and spontaneous Raman scattering,
have no adjustable parameters. Although the presence of
linear loss during propagation can contribute an additional
stochastic noise source term to the propagation equation (1),
this was neglected for the short length of fiber used in our ex-
periments. The inclusion of the stochastic Raman term in the
numerical simulations was carefully checked against known
analytic predictions for the relative spontaneous growth of
the Raman Stokes and anti-Stokes peaks under cw pumping
conditions [31–33]. Extensive tests were also carried out to
ensure that no numerical artifacts were introduced due to an

inappropriate choice of time or space steps or computation
window sizes.

For a given set of experimental input parameters, a pulse
train of 128 pulses is numerically generated using different
random seeds for both the input pulse shot noise and the
stochastic Raman noise source term in the propagation of each
pulse along the optical fiber. The mean spectral intensity is
easily calculated from all 128 pulses. Variations in the result-
ing output spectrum from pulse to pulse are used to calculate
the wavelength-dependent RIN. In particular, to calculate the
RIN for comparison with experiment, we assume that each of
the 128 resulting supercontinua in the ensemble is generated
by a different pulse in a 100-MHz train in order to generate
a time series of the intensity at each wavelength. The Fourier
transform of this time series then gives the noise power spec-
trum at each wavelength, which is divided by the square of the
average intensity to yield the RIN.

For accurate comparison with experiment, the spectra
were filtered into 8-nm bins to simulate the effect of the
grating monochromator in our measurement setup. In fact,
the optical bandwidth used in these measurements can have
a significant effect on the RIN magnitude. Indeed preliminary
measurements indicated that the “correlation length” in wave-
length for the noise can range from 0.1 to 1 nm across the
supercontinuum under our conditions. Reducing the optical
bandwidth to 1 nm increases the average RIN by about 3 dB
above the values presented here.

4 Results

4.1 White noise characteristics of the supercontinuum

The full RF noise spectrum at a single wavelength
is shown in Fig. 2. The dashed line indicates the system noise
floor, which is well below the measured noise. The dotted line
indicates the RF spectrum of the input laser, which is again
well below the measured noise at all frequencies. Note that
these two curves (dotted and dashed) are in fact indistinguish-
able except at the carrier. The noise spectrum clearly exhibits
two different components: a broadband or white-noise com-
ponent, and a low-frequency component. This low-frequency

FIGURE 2 Typical RF power spectrum for the supercontinuum (solid line),
the laser input pulse (dotted line) and the system noise floor (dashed line).
The significant broadband noise of the supercontinuum is clearly evident and
corresponds to approx. −100 dBc/Hz. The inset shows the low-frequency
component resulting from the amplification of the input laser noise. The
slight slope to the broadband noise is a result of very slow variations in the
input pulse power on the timescale of the RF spectrum analyzer scan
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FIGURE 3 RIN as a function of Fourier frequency for three representa-
tive wavelengths: 620 nm (solid line, circles), 820 nm (dashed line, trian-
gles), and 920 nm (dotted line, squares). The input pulse had an energy of
∼ 0.95 nJ, a duration of 50 fs, and a pulse bandwidth of 45 nm, corresponding
to −290 fs2 chirp

component of the amplitude noise is duplicated around each
harmonic of the laser repetition rate. It results from amplifi-
cation of the input noise on the Ti:sapphire pulse [24], which
in turn results primarily from noise on the argon ion pump
laser. Based on our own measurements and [34, 35], at RF fre-
quencies above ∼ 1 MHz the input laser noise should drop
close to the shot-noise limit so that this low-frequency com-
ponent of the noise becomes negligible. While interesting in
its own right, the low-frequency component (discussed in de-
tail in [24]) is not the subject of this paper; rather, we are
interested in the white-noise component. Based on the simu-
lations presented here, the substantial white noise appears to
be intrinsically generated as a result of the supercontinuum
generation process and represents a fundamental limit to the
supercontinuum stability.

The white noise characteristics shown in Fig. 2 are con-
sistently observed for supercontinua generated under a wide
range of experimental conditions. Moreover, although the
noise level was observed to be a strong function of super-
continuum wavelength (see Sect. 4.2), we confirmed that the
white noise characteristics were observed at all wavelengths.
This is shown explicitly in Fig. 3, in which we plot the RIN
calculated at selected Fourier frequencies at three representa-
tive wavelengths; within experimental imprecision, the RIN at
a particular wavelength does not depend on RF frequency.

Most of the subsequent measurements reported in this pa-
per were taken at 3 MHz, an RF frequency that was high
enough to avoid contamination by the low-frequency noise
component but low enough to minimize the detector noise,
which increased at higher RF frequencies. Note that since the
measurement is near baseband, it is sensitive only to ampli-
tude noise [35].

4.2 Wavelength variation of relative intensity noise

Although the noise is independent of RF Fourier
frequency, it strongly depends on most other parameters.
Much like the supercontinuum spectrum, the noise varies
strongly with wavelength, as illustrated in Fig. 4, which shows
both the spectral intensity and RIN as a function of wave-
length for three different input parameters. As noted by many
other authors we see complicated spectral structure on the su-

FIGURE 4 Spectrum and total RIN as a function of wavelength across
the supercontinuum for an input pulse with an energy of 0.8 nJ, a spectral
bandwidth of 45 nm FWHM, and varied pulse duration: a 46 fs FWHM, cor-
responding to a chirp of +260 fs2, b 22 fs, corresponding to minimal chirp,
and c 62 fs, corresponding to a chirp of −400 fs2. Solid lines indicate ex-
perimentally measured results; dashed lines indicate numerically simulated
results

percontinuum, including prominent peaks on both the blue
and far-infrared edges of the spectrum. The RIN measure-
ments reported here and in [18], however, reveal that the
supercontinuum noise also exhibits a dramatic and compli-
cated wavelength-dependent structure; fluctuations as high as
20 dB are common. Comparable complicated wavelength de-
pendence is observed under a wide variety of input pulse con-
ditions. Interestingly, there is no strong correlation between
the strength of the amplitude noise on the supercontinuum at
a particular wavelength and the spectral intensity at that wave-
length. However, the RIN is typically suppressed at the input
laser wavelength (∼ 810 nm), and is consistently a minimum
across the Raman soliton on the infrared side of the spectrum
(∼ 1100–1300 nm).

For these particular experimental data, the dashed lines in
Fig. 4 show the results of the corresponding numerical sim-
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ulations. There is good qualitative agreement between the
experimental and simulated spectra and the RIN. Indeed, the
simulations show the size of the fluctuations in RIN with
wavelength, the average level of the RIN, and some of the
wavelength-dependent structure. In particular, the decrease in
RIN around the input laser and Raman soliton wavelengths
appears both in the experiment and simulations. The struc-
ture of the RIN is not reproduced exactly between experiment
and simulation, which we attribute to uncertainties in the fiber
nonlinearity and dispersion parameters used in the simula-
tions and, in particular, to variations of these parameters along
the fiber length. In addition, although care was taken to launch
along a principle axis of fiber polarization, some depolariza-
tion in the output light was observed, which is an effect not
included in our scalar NLSE simulations.

4.3 Pulse energy and chirp dependence of the relative
intensity noise
While carrying out these experiments, it became

evident that the magnitude of the RIN on the supercontinuum
is an extremely sensitive function of the input pulse parame-
ters. To investigate this systematically, a series of experiments
was performed to study the dependence of the noise magni-
tude (i) on the input pulse energy for a fixed input pulse chirp
and (ii) on the input pulse chirp for a fixed input pulse energy.

Although the RIN always exhibits the complicated wave-
length dependence shown in Fig. 4, it is inconvenient to
present many such curves directly. Moreover, as discussed
above the simulations cannot capture the exact wavelength-
dependent structure of the RIN because of the sensitivity of
the calculations to input parameters. Therefore, we choose to
characterize the overall noise of a supercontinuum generated
under particular experimental conditions by the median of the
wavelength-dependent RIN calculated across all wavelengths
for which the optical power is greater than −20 dB of the peak
value.

This median RIN does provide a useful measure of the
noise properties of a particular data set and, as shown below,
simulations are reasonably good at predicting this median
RIN for a given set of experimental parameters. However, the
exact value of the RIN at a specific wavelength can differ sub-
stantially from the median RIN, as shown for example in the
data of Fig. 4. In order to predict the possible range of RIN
values at a specific wavelength for a given set of parameters,
it is useful to have a statistical description of the fluctua-
tion of the RIN about the median value. A similar statistical
model was developed to describe the nonlinear amplification
of the low-frequency laser noise based on Gaussian statistics
in [24]. Here, we make the ad hoc assumption that the opti-
cal intensity noise is Gaussian distributed about some mean
noise level with a unit fractional standard deviation. Since
the RIN is the square of the fractional optical intensity noise,
the resulting distribution for the RIN is given by P (RIN) =
exp (−RIN/2 〈RIN〉) / (2πRIN 〈RIN〉)1/2, where 〈RIN〉 is the
mean noise level for the given input conditions. As shown
in Fig. 5, this ad hoc probability distribution is in reasonable
quantitative agreement with a histogram of the measured RIN
values; a more complete model of the noise fluctuations will
require a more detailed study of noise amplification processes
that occur during supercontinuum generation.
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FIGURE 5 Histogram of the measured excess RIN, normalized by the aver-
age RIN, for all wavelength values (solid line) and a simple model (dashed
line) that assumes that the optical intensity noise follows a Gaussian probabil-
ity distribution with unit fractional standard deviation. To generate sufficient
experimental statistics, the histogram includes data from all data sets for the
different input chirp values shown in Fig. 7

Just as the median RIN is a convenient parameterization
of the noise level, the −20 dB spectral width of the supercon-
tinuum is a convenient parameterization of the spectral broad-
ening. The measured values of the median RIN and −20 dB
spectral width versus pulse energy are respectively shown in
Fig. 6a and b as triangles. Over the 0.2–1 nJ energy range
shown, the spectral width increases approximately linearly
with pulse energy, as shown by the fitted solid line in Fig. 6a.
Unfortunately, this increase in spectral width with increas-
ing energy is accompanied by a corresponding increase in the
noise, as shown in Fig. 6b. The RIN increases by the large fac-
tor of 37 dB per nJ of input pulse energy. If this increase is
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regarded as an amplification of the total input shot noise, the
noise amplification increases at a rate of 45 dB per nJ of pulse
energy. This linear increase in the RIN (in dBc/Hz) trans-
lates to an exponential increase in the associated fractional
intensity fluctuations. Indeed, at the largest spectral width of
∼600 nm, the modest RIN of −100 dBc/Hz corresponds to
pulse-to-pulse fluctuations of ∼ 7%.

Since nonlinear effects are so substantial for this system,
it is perhaps not surprising that the noise should grow non-
linearly with the input pulse energy. Indeed, simulations of
the median RIN and spectral width, shown as dashed lines
in Fig. 6, agree well with the measured data. This strong de-
pendence of the noise on pulse energy is one reason that ex-
periments in optical frequency metrology have shifted from
100-MHz Ti:sapphire lasers to Ti:sapphire lasers of higher
repetition rates (∼ 1 GHz), with which the same average
power can be achieved at lower pulse energy and therefore
lower overall noise [19].

Although the results shown in Fig. 6 appear to suggest
that the broadest supercontinuum spectral widths are neces-
sarily associated with the largest RIN, additional experiments
show that precise control of the input pulse chirp permits the
generation of octave-spanning supercontinua with RIN near
the detection shot-noise limit. Figure 7 shows the supercon-
tinuum spectral width and the median RIN as a function of
input chirp. The minimum chirp magnitude corresponds to the
minimum input pulse duration. Again, the simulation results
(shown as circles) agree reasonably well with the measured
values (triangles) for both the spectral width and median RIN.
As expected, large supercontinuum spectral widths are ob-
served with the shortest (near transform-limited) input pulses,
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because a shorter pulse duration at constant pulse energy im-
plies a higher peak power and thus enhanced nonlinear spec-
tral broadening. It is not immediately obvious how the RIN
should depend on pulse chirp. In fact, it depends strongly
and asymmetrically on the pulse chirp, and in contrast to
the spectral width it is smallest at the shortest pulse dura-
tions. At large negative chirps of approximately −400 fs2,
corresponding to pulse widths of ∼ 60 fs, the RIN values can
reach −83 dBc/Hz, corresponding to fluctuations of 50% in
the pulse-to-pulse amplitude. However, for pulses that are
near transform-limited or with a small positive chirp (below
+200 fs2), RIN values are as low as −130 dBc/Hz, which is
just above the detection shot-noise limit for our apparatus. It
should be emphasized that the dependence of the RIN on the
chirp, particularly for negative values, is very strong; an in-
crease in the pulse duration by a factor of 3 from 20 to 60 fs
gives rise to an increase in the noise level by a factor of 1000.
To stress the general nature of these results, Fig. 8 shows ex-
perimental data obtained with laser-pulse spectral widths of
27 and 55 nm. Again a strong asymmetry is observed between
positively and negatively chirped pulses. Scatter in the data
of Figs. 7 and 8 is attributed partly to uncertainty in the pulse
chirp and partly to slow drifts in the input pulse energy.

5 Discussion

The good agreement between simulation and ex-
periment in Figs. 4, 6, and 7 demonstrates that the observed
broadband noise can be well explained by the inclusion of
two fundamental quantum noise seeds: shot noise on the in-
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put pulse and spontaneous Raman scattering in the fiber itself.
The next obvious question is whether one of these two noise
seeds dominates the other. Figure 9 shows the simulated RIN
versus chirp with (a) both seeds, (b) just Raman scattering
and (c) just input shot noise. Clearly, the input shot noise
is the dominant noise seed and Raman scattering plays only
a relatively minor role. When only Raman scattering noise is
included numerically, the RIN is reduced by ∼ 20 dB; when
only shot noise is included, the RIN is reduced by ∼ 1 dB.
The amplification of this shot noise is extremely large; for an
input shot noise on the total input pulse of −172 dBc/Hz in
Fig. 7, the noise at the output can be as large as −80 dBc/Hz,
corresponding to a nonlinear amplification of ∼ 90 dB.

While the extended stochastic NLSE (1) faithfully repro-
duces the experimental results of the broadband RIN, it offers
little physical insight into the actual processes involved in ei-
ther the spectral broadening or the noise generation. Several
papers have discussed the spectral broadening, simulated by
the NLSE, in terms of some of the more familiar processes
of nonlinear fiber optics [36]. In [8, 11, 25], the formation of
the supercontinuum is described in terms of a strong inter-
play between self-phase modulation and third-order disper-
sion of the fiber. After the higher order dispersion has caused
the pulse to temporally broaden, further spectral broadening
occurs through four-wave mixing and Raman self-frequency
shift of the generated solitons. In [4, 9, 26], the formation of
the supercontinuum is described in terms of soliton fission.
The initial pulse is viewed as a single high-order soliton that
then splits into individual fundamental solitons at different
center wavelengths through the action of the Raman effect
and higher-order dispersion. Again, further broadening then
occurs through four-wave mixing and Raman self-frequency
shift of the generated solitons.

While either self-phase modulation or soliton fission can
provide a useful context within which to view the spectral
broadening, neither picture on its own addresses the noise
generation. However, we can extend the soliton fission argu-
ment to explain the observed noise by including the effects of
modulation instability. In fact, the noise generation is closely
related to earlier work on continuum generation from laser
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identical to those used for Fig. 7, and the spectral widths are the same for all
three cases

pulses centered at 1.5 µm launched into conventional opti-
cal fibers. In that work, it was found that the weak amplified
spontaneous emission (ASE) present on the input laser pulses
perturbed the evolution of the higher order solitons launched
into the fiber through the mechanism of modulation instabil-
ity [21–23]. Indeed, the noise amplification can be viewed as
envelope modulation instability gain, which will be very large
for the highly nonlinear microstructured fiber. Since this mod-
ulation instability gain will depend exponentially on the peak
pulse power, one would expect the strong dependence on the
input pulse power observed in Fig. 6.

The strong chirp dependence of the noise can also be ex-
plained within this framework. Figure 10 shows the simulated
evolution of the spectral width and RIN as a function of propa-
gation distance. Both the majority of the spectral broadening
and the majority of the noise amplification occur over the
first centimeter. Figure 11 gives the actual temporal pulse
shape and the spectral pulse shape for the first 5 mm of the
fiber for three different values of chirp. In the “soliton fis-
sion” model of supercontinuum formation, the initial pulse is
regarded as a higher order soliton that then fissions into mul-
tiple fundamental solitons; in Fig. 11, we identify the onset
of soliton fission by the appearance of multiple spikes in the
temporal pulse and the appearance in the frequency domain
of non-solitonic radiation to the blue side of the input pulse.
As argued in [21–23], because of the amplification effects of
modulation instability, the evolution of the higher order soli-
ton before the onset of soliton fission will be significantly
affected by the presence of noise. (In the earlier work, the in-
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put noise seed was from laser ASE, while here it is from the
laser shot noise.) This noise-dependent perturbation of the ini-
tial pulse evolution translates to significant amplitude noise
across the spectrum. After the soliton fission has taken place,

the individual fundamental solitons will interact less, reduc-
ing the perturbative effects of the noise, and as observed in
Fig. 10, there will be a much slower increase in the noise level.
The difference in the final RIN value for different chirp values
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then depends on the characteristic length scale over which the
soliton fission occurs. From Fig. 11, for zero chirp this charac-
teristic length is about four times smaller than that for the high
negative chirp and three times smaller than that for the high
positive chirp. Since the effects of the modulation instability
gain on the pulse evolution will be exponential in the product
of length and power, this relatively small change in the charac-
teristic length for onset of fission will translate to the observed
large change in RIN.

6 Conclusions

In conclusion, we have experimentally character-
ized the broadband noise on supercontinua in a microstruc-
tured fiber. We have examined its dependence on a variety of
parameters at both the input and the output of the microstruc-
tured fiber. Numerical simulations using the stochastic gen-
eralized NLSE show that this broadband noise results from
amplification of the very basic noise sources of both sponta-
neous Raman scattering and input shot noise. Furthermore,
we find that the contribution from the input shot noise domi-
nates. Under some conditions, the supercontinuum output can
exhibit excess noise with amplitude fluctuations approaching
50% that arise directly from the amplification of shot noise
on the input laser pulse. While the noise grows exponen-
tially with input power, it is at a minimum for the shortest
input pulse duration, which is the same condition that yields
the widest spectrum. We find that at the shortest pulse du-
rations, the resulting supercontinuum can come closer to the
ideal realization of a low-noise, broadband, phase-coherent
source.
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FIGURE 11 Evolution of the temporal pulse shape and pulse spectrum as a function of distance (z) along the fiber for three different input pulse chirps. The
traces for different distances down the fiber are offset from each other for clarity. a and d correspond to a chirp of −200 fs2, a pulse duration of 38 fs, and
a peak power of 21 kW; b and e correspond to a chirp of 0 fs2, a pulse duration of 19 fs, and a peak power of 44 kW; c and f correspond to a chirp of +200 fs2,
a pulse duration of 38 fs, and peak power of 21 kW. The input pulse had a spectral bandwidth of 45 nm and a pulse energy of 0.85 nJ


