Fundamental amplitude noise limitations to supercontinuum spectra generated in a microstructured fiber

1 Introduction

Supercontinuum generation has been explored for decades in both bulk materials and optical fibers [1]. With the advent of microstructured fibers and tapered optical fibers, broadband supercontinuum spectra have been observed that span more than a factor of two in optical frequency [2, 3]. Supercontinuum generation of this type has been observed under a wide variety of experimental conditions, using input pulses with durations ranging from several nanoseconds to several tens of femtoseconds [4–11]. These supercontinua have already found applications in optical coherence tomography [12, 13], spectroscopy [14, 15], and particularly in optical frequency metrology, where they have led to the development of a new generation of optical clocks with short-term stability exceeding the performance of the world’s best microwave-based atomic clocks [15–17].

All these applications exploit the broad spectral width and high brightness of the supercontinuum, but they also demand low-noise properties, since intensity fluctuations will ultimately limit the precision and sensitivity of any measurement. Unfortunately, recent experiments have reported that the supercontinuum can possess significant broadband amplitude noise that can attain levels corresponding to 50% temporal intensity fluctuations for certain ranges of input parameters [18]. While in some experiments empirical steps have been taken to reduce this noise [19, 20], it is clear that a more complete understanding of the physical origin and scaling properties of the noise is essential if the supercontinuum is to be exploited to its full potential.

The purpose of this paper is to present a systematic experimental and numerical study of this broadband amplitude noise on the supercontinuum with the objectives of identifying its physical origin and developing practical guidelines for its minimization. We show that the origin of the noise is the amplification of quantum fluctuations to macroscopic levels. This noise amplification is closely related to earlier work by Nakazawa and others on the amplification of amplified spontaneous Raman scattering along the fiber. In addition to this noise, there is a large amplitude noise component at low frequencies that results from fluctuations in the laser input power that are in excess of shot noise [24], and which is closely related to the strong sensitivity of the supercontinuum spectrum to the input pulse energy [5, 25]. The low-frequency noise differs from the broadband noise component, discussed here, in two important respects. First, it has a different dependence on the input laser pulse parameters. Second, because it results from fluctuations in the energy of the input laser pulse, it can be reduced
by using a less noisy laser. In contrast, the broadband noise component discussed here will always be present because it results from the intrinsic fluctuations of quantum shot noise on the input laser pulse.

This paper is organized as follows. In Sect. 2, we describe our experimental setup. Our experiments use femtosecond pulses from a Kerr-lens mode-locked Ti:sapphire laser to generate a supercontinuum in a 15-cm length of microstructured fiber. The noise properties are quantified in terms of the relative intensity noise (RIN) as a function of wavelength across the output spectrum. Before presenting the experimental results in detail, we describe in Sect. 3 the numerical model of the supercontinuum generation process that we have used to analyze and interpret our experiments. Although many of the features of supercontinuum generation in microstructured fibers have been previously described using generalized nonlinear Schrödinger equation (NLSE) simulations [4, 8–11, 25–27], modeling the supercontinuum noise properties has necessitated the development of a stochastic NLSE model that rigorously includes quantum-limited shot noise on the injected input field as well as spontaneous Raman fluctuations [18, 28]. In Sect. 4, we present our experimental results and, in parallel, compare them in detail with the results of the numerical simulations. Section 5 gives a general discussion of these results, and also includes the results of additional simulations that have been performed in order to elucidate the physical origin of the broadband noise, quantifying in particular the relative contributions of input pulse shot noise and spontaneous Raman scattering. Section 6 concludes the paper.

2 Experimental setup

Figure 1 shows the experimental setup. An argon ion laser pumps a femtosecond Ti:sapphire laser that generates pulses centered at 810 nm at a 100-MHz repetition rate. The output pulses are directed through a double-passed fused-silica prism pair to introduce a quadratic spectral phase on the input polarization with the principle axis of polarization in the input polarization frame, and the $\beta_k$'s describe the fiber dispersion, which

\begin{equation}
\frac{\partial E(z, t)}{\partial z} = i \sum_{k \geq 2} \frac{i^k \beta_k}{k!} \frac{\partial^k E}{\partial t^k} + i \gamma \left( 1 + \frac{i}{\omega_0} \frac{\partial}{\partial t} \right) E(z, t) \left( \int_{-\infty}^{t} R(t') \left| E(z, t - t') \right|^2 dt' + i \Gamma_{\text{R}}(z, t) \right).
\end{equation}
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is modeled using the beam propagation method for the microstructured fiber described in [2,29]. In fact, for increased accuracy in the simulations, we use the global dispersion characteristics rather than a finite Taylor-series expansion, but accurate modeling of the dispersion could be obtained using $\beta_2$ terms up to sixth order. For completeness, the values at 810 nm used are: $\beta_2 = -9.960 \times 10^{-27} s^2/m$, $\beta_3 = 8.302 \times 10^{-41} s^3/m$, $\beta_4 = -9.454 \times 10^{-57} s^4/m$, $\beta_5 = -3.858 \times 10^{-71} s^5/m$, and $\beta_6 = -1.025 \times 10^{-85} s^6/m$. The nonlinear coefficient in the simulations is $\gamma = 100 W^{-1} km^{-1}$, which is calculated based on a nonlinear index $n_2 = 2.6 \times 10^{-20} m^2/W$ for silica and an effective area of 2 $\mu m^2$. The response function $R(t) = (1 - f_R) \delta(t) + f_R h_R(t)$ includes both instantaneous and delayed Raman contributions, and the fractional Raman contribution used was $f_R = 0.18$. For $h_R$, we used the measured Raman response of silica [30]. The effect of spontaneous Raman scattering during propagation appears in (1) as the multiplicative stochastic variable $I_R$, which has frequency-domain correlations given by

$$\langle I_R(\Omega, z) I_R^\prime(\Omega\prime, z') \rangle = \langle 2 f_R \hbar \Omega | | \Omega(\Omega) \rangle | \Im \hbar_R(\Omega) | \times | n_{th}(\Omega) + U(\Omega) | \times | \delta(z - z') | \delta(\Omega - \Omega') . \quad (2)$$

Here, the thermal Bose distribution is $n_{th}(\Omega) = \left[ \exp(\hbar \Omega/k_B T) - 1 \right]^{-1}$, $U$ is the Heaviside step function, and $\delta(x)$ indicates the Dirac delta function. The input pulse initial conditions, or the initial value for $E$, are those of the experimentally measured pulse duration and chirp, with the addition of fluctuations discussed below. In addition to the specified second-order quadratic phase distortion, referred to throughout this paper as “chirp”, a small ($\sim 500$ fs$^3$) third-order phase distortion is included, allowing the theory to reproduce the experimentally measured pulse durations at small chirp magnitudes.

Two sources of fundamental quantum noise are included in these simulations. First, as described above, spontaneous Raman scattering is included in the last term of (1). Second, shot noise is included on the input laser pulse. The shot noise is modeled semiclassically by subdividing the original input electric field pulse into small time steps and then adding a variation in the magnitude of the input pulse electric field corresponding to the square root of the number of photons in each time step. An equivalent frequency-domain implementation of the input pulse shot noise was found to yield identical results. These variations then propagate through the calculation, and in general are amplified through the nonlinear nature of the calculations.

We emphasize that the magnitude of the quantum noise terms, both shot noise and spontaneous Raman scattering, have no adjustable parameters. Although the presence of linear loss during propagation can contribute an additional stochastic noise source term to the propagation equation (1), this was neglected for the short length of fiber used in our experiments. The inclusion of the stochastic Raman term in the numerical simulations was carefully checked against known analytic predictions for the relative spontaneous growth of the Raman Stokes and anti-Stokes peaks under cw pumping conditions [31–33]. Extensive tests were also carried out to ensure that no numerical artifacts were introduced due to an inappropriate choice of time or space steps or computation window sizes.

For a given set of experimental input parameters, a pulse train of 128 pulses is numerically generated using different random seeds for both the input pulse shot noise and the stochastic Raman noise source term in the propagation of each pulse along the optical fiber. The mean spectral intensity is easily calculated from all 128 pulses. Variations in the resulting output spectrum from pulse to pulse are used to calculate the wavelength-dependent RIN. In particular, to calculate the RIN for comparison with experiment, we assume that each of the 128 resulting supercontinua in the ensemble is generated by a different pulse in a 100-MHz train in order to generate a time series of the intensity at each wavelength. The Fourier transform of this time series then gives the noise power spectrum at each wavelength, which is divided by the square of the average intensity to yield the RIN.

For accurate comparison with experiment, the spectra were filtered into 8-nm bins to simulate the effect of the grating monochromator in our measurement setup. In fact, the optical bandwidth used in these measurements can have a significant effect on the RIN magnitude. Indeed preliminary measurements indicated that the “correlation length” in wavelength for the noise can range from 0.1 to 1 nm across the supercontinuum under our conditions. Reducing the optical bandwidth to 1 nm increases the average RIN by about 3 dB above the values presented here.

4 Results

4.1 White noise characteristics of the supercontinuum

The full RF noise spectrum at a single wavelength is shown in Fig. 2. The dashed line indicates the system noise floor, which is well below the measured noise. The dotted line indicates the RF spectrum of the input laser, which is again well below the measured noise at all frequencies. Note that these two curves (dotted and dashed) are in fact indistinguishable except at the carrier. The noise spectrum clearly exhibits two different components: a broadband or white-noise component, and a low-frequency component. This low-frequency
component of the laser repetition rate. It results from amplification of the input noise on the Ti:sapphire pulse [24], which in turn results primarily from noise on the argon ion pump laser. Based on our own measurements and [34, 35], at RF frequencies above \( \sim 1 \text{ MHz} \) the input laser noise should drop close to the shot-noise limit so that this low-frequency component of the noise becomes negligible. While interesting in its own right, the low-frequency component (discussed in detail in [24]) is not the subject of this paper; rather, we are interested in the white-noise component. Based on the simulations presented here, the substantial white noise appears to be intrinsically generated as a result of the supercontinuum generation process and represents a fundamental limit to the supercontinuum stability.

The white noise characteristics shown in Fig. 2 are consistently observed for supercontinua generated under a wide range of experimental conditions. Moreover, although the noise level was observed to be a strong function of supercontinuum wavelength (see Sect. 4.2), we confirmed that the white noise characteristics were observed at all wavelengths. This is shown explicitly in Fig. 3, in which we plot the RIN calculated at selected Fourier frequencies at three representative wavelengths; within experimental imprecision, the RIN at a particular wavelength does not depend on RF frequency.

Most of the subsequent measurements reported in this paper were taken at 3 MHz, an RF frequency that was high enough to avoid contamination by the low-frequency noise component but low enough to minimize the detector noise, which increased at higher RF frequencies. Note that since the measurement is near baseband, it is sensitive only to amplitude noise [35].

4.2 Wavelength variation of relative intensity noise

Although the noise is independent of RF Fourier frequency, it strongly depends on most other parameters. Much like the supercontinuum spectrum, the noise varies strongly with wavelength, as illustrated in Fig. 4, which shows both the spectral intensity and RIN as a function of wavelength for three different input parameters. As noted by many other authors we see complicated spectral structure on the supercontinuum, including prominent peaks on both the blue and far-infrared edges of the spectrum. The RIN measurements reported here and in [18], however, reveal that the supercontinuum noise also exhibits a dramatic and complicated wavelength-dependent structure; fluctuations as high as 20 dB are common. Comparable complicated wavelength dependence is observed under a wide variety of input pulse conditions. Interestingly, there is no strong correlation between the strength of the amplitude noise on the supercontinuum at a particular wavelength and the spectral intensity at that wavelength. However, the RIN is typically suppressed at the input laser wavelength (\( \sim 810 \) nm), and is consistently a minimum across the Raman soliton on the infrared side of the spectrum (\( \sim 1100–1300 \) nm).

For these particular experimental data, the dashed lines in Fig. 4 show the results of the corresponding numerical sim-
ulations. There is good qualitative agreement between the experimental and simulated spectra and the RIN. Indeed, the simulations show the size of the fluctuations in RIN with wavelength, the average level of the RIN, and some of the wavelength-dependent structure. In particular, the decrease in RIN around the input laser and Raman soliton wavelengths appears both in the experiment and simulations. The structure of the RIN is not reproduced exactly between experiment and simulation, which we attribute to uncertainties in the fiber nonlinearity and dispersion parameters used in the simulations and, in particular, to variations of these parameters along the fiber length. In addition, although care was taken to launch along a principle axis of fiber polarization, some depolarization in the output light was observed, which is an effect not included in our scalar NLSE simulations.

4.3 Pulse energy and chirp dependence of the relative intensity noise

While carrying out these experiments, it became evident that the magnitude of the RIN on the supercontinuum is an extremely sensitive function of the input pulse parameters. To investigate this systematically, a series of experiments was performed to study the dependence of the noise magnitude (i) on the input pulse energy for a fixed input pulse chirp and (ii) on the input pulse chirp for a fixed input pulse energy.

Although the RIN always exhibits the complicated wavelength dependence shown in Fig. 4, it is inconvenient to present many such curves directly. Moreover, as discussed above the simulations cannot capture the exact wavelength-dependent structure of the RIN because of the sensitivity of the calculations to input parameters. Therefore, we choose to characterize the overall noise of a supercontinuum generated under particular experimental conditions by the median of the wavelength-dependent RIN calculated across all wavelengths for which the optical power is greater than −20 dB of the peak value.

This median RIN does provide a useful measure of the noise properties of a particular data set and, as shown below, simulations are reasonably good at predicting this median RIN for a given set of experimental parameters. However, the exact value of the RIN at a specific wavelength can differ substantially from the median RIN, as shown for example in the data of Fig. 4. In order to predict the possible range of RIN values at a specific wavelength for a given set of parameters, it is useful to have a statistical description of the fluctuation of the RIN about the median value. A similar statistical model was developed to describe the nonlinear amplification of the low-frequency laser noise based on Gaussian statistics in [24]. Here, we make the ad hoc assumption that the optical intensity noise is Gaussian distributed about some mean noise level with a unit fractional standard deviation. Since the RIN is the square of the fractional optical intensity noise, the resulting distribution for the RIN is given by $P(\text{RIN}) = \exp \left( -\text{RIN}^2 / (2\pi \text{RIN}^2) \right) / (2\pi \text{RIN}^2)^{1/2}$, where (RIN) is the mean noise level for the given input conditions. As shown in Fig. 5, this ad hoc probability distribution is in reasonable quantitative agreement with a histogram of the measured RIN values; a more complete model of the noise fluctuations will require a more detailed study of noise amplification processes that occur during supercontinuum generation.

Just as the median RIN is a convenient parameterization of the noise level, the −20 dB spectral width of the supercontinuum is a convenient parameterization of the spectral broadening. The measured values of the median RIN and −20 dB spectral width versus pulse energy are respectively shown in Fig. 6a and b as triangles. Over the 0.2–1 nJ energy range shown, the spectral width increases approximately linearly with pulse energy, as shown by the fitted solid line in Fig. 6a. Unfortunately, this increase in spectral width with increasing energy is accompanied by a corresponding increase in the noise, as shown in Fig. 6b. The RIN increases by the large factor of 37 dB per nJ of input pulse energy. If this increase is
regarded as an amplification of the total input shot noise, the noise amplification increases at a rate of 45 dB per nJ of pulse energy. This linear increase in the RIN (in dBc/Hz) translates to an exponential increase in the associated fractional intensity fluctuations. Indeed, at the largest spectral width of ∼600 nm, the modest RIN of −100 dBc/Hz corresponds to pulse-to-pulse fluctuations of ∼7%.

Since nonlinear effects are so substantial for this system, it is perhaps not surprising that the noise should grow nonlinearly with the input pulse energy. Indeed, simulations of the median RIN and spectral width, shown as dashed lines in Fig. 6, agree well with the measured data. This strong dependence of the noise on pulse energy is one reason that experiments in optical frequency metrology have shifted from 100-MHz Ti:sapphire lasers to Ti:sapphire lasers of higher repetition rates (∼1 GHz), with which the same average power can be achieved at lower pulse energy and therefore lower overall noise [19].

Although the results shown in Fig. 6 appear to suggest that the broadest supercontinuum spectral widths are necessarily associated with the largest RIN, additional experiments show that precise control of the input pulse chirp permits the generation of octave-spanning supercontinua with RIN near the detection shot-noise limit. Figure 7 shows the supercontinuum spectral width and the median RIN as a function of input chirp. The minimum chirp magnitude corresponds to the minimum input pulse duration. Again, the simulation results (shown as circles) agree reasonably well with the measured values (triangles) for both the spectral width and median RIN. As expected, large supercontinuum spectral widths are observed with the shortest (near transform-limited) input pulses, because a shorter pulse duration at constant pulse energy implies a higher peak power and thus enhanced nonlinear spectral broadening. It is not immediately obvious how the RIN should depend on pulse chirp. In fact, it depends strongly and asymmetrically on the pulse chirp, and in contrast to the spectral width it is smallest at the shortest pulse durations. At large negative chirps of approximately −400 fs², corresponding to pulse widths of ∼60 fs, the RIN values can reach −83 dBc/Hz, corresponding to fluctuations of 50% in the pulse-to-pulse amplitude. However, for pulses that are near transform-limited or with a small positive chirp (below +200 fs²), RIN values are as low as −130 dBc/Hz, which is just above the detection shot-noise limit for our apparatus. It should be emphasized that the dependence of the RIN on the chirp, particularly for negative values, is very strong; an increase in the pulse duration by a factor of 3 from 20 to 60 fs gives rise to an increase in the noise level by a factor of 1000. To stress the general nature of these results, Fig. 8 shows experimental data obtained with laser-pulse spectral widths of 27 and 55 nm. Again a strong asymmetry is observed between positively and negatively chirped pulses. Scatter in the data of Figs. 7 and 8 is attributed partly to uncertainty in the pulse chirp and partly to slow drifts in the input pulse energy.

5 Discussion

The good agreement between simulation and experiment in Figs. 4, 6, and 7 demonstrates that the observed broadband noise can be well explained by the inclusion of two fundamental quantum noise seeds: shot noise on the in-
put pulse and spontaneous Raman scattering in the fiber itself. The next obvious question is whether one of these two noise seeds dominates the other. Figure 9 shows the simulated RIN versus chirp with (a) both seeds, (b) just Raman scattering and (c) just input shot noise. Clearly, the input shot noise is the dominant noise seed and Raman scattering plays only a relatively minor role. When only Raman scattering noise is included numerically, the RIN is reduced by \( \sim 20 \) dB; when only shot noise is included, the RIN is reduced by \( \sim 1 \) dB. The amplification of this shot noise is extremely large; for an input shot noise of \( \sim 80 \) dBc/Hz, the noise at the output can be as large as \( \sim 85 \) nJ, corresponding to a nonlinear amplification of \( \sim 90 \) dB.

While the extended stochastic NLSE (1) faithfully reproduces the experimental results of the broadband RIN, it offers little physical insight into the actual processes involved in either the spectral broadening or the noise generation. Several papers have discussed the spectral broadening, simulated by the NLSE, in terms of some of the more familiar processes of nonlinear fiber optics [36]. In [8, 11, 25], the formation of the supercontinuum is described in terms of a strong interaction between self-phase modulation and third-order dispersion of the fiber. After the higher order dispersion has caused the pulse to temporally broaden, further spectral broadening occurs through four-wave mixing and Raman self-frequency shift of the generated solitons. In [4, 9, 26], the formation of the supercontinuum is described in terms of soliton fission. The initial pulse is viewed as a single high-order soliton that then splits into individual fundamental solitons at different center wavelengths through the action of the Raman effect and higher-order dispersion. Again, further broadening then occurs through four-wave mixing and Raman self-frequency shift of the generated solitons.

While either self-phase modulation or soliton fission can provide a useful context within which to view the spectral broadening, neither picture on its own addresses the noise generation. However, we can extend the soliton fission argument to explain the observed noise by including the effects of modulation instability. In fact, the noise generation is closely related to earlier work on continuum generation from laser pulses centered at 1.5 \( \mu \)m launched into conventional optical fibers. In that work, it was found that the weak amplified spontaneous emission (ASE) present on the input laser pulses perturbed the evolution of the higher order solitons launched into the fiber through the mechanism of modulation instability [21–23]. Indeed, the noise amplification can be viewed as envelope modulation instability gain, which will be very large for the highly nonlinear microstructured fiber. Since this modulation instability gain will depend exponentially on the peak pulse power, one would expect the strong dependence on the input pulse power observed in Fig. 6.

The strong chirp dependence of the noise can also be explained within this framework. Figure 10 shows the simulated evolution of the spectral width and RIN as a function of propagation distance. Both the majority of the spectral broadening and the majority of the noise amplification occur over the first centimeter. Figure 11 gives the actual temporal pulse shape and the spectral pulse shape for the first 5 mm of the fiber for three different values of chirp. In the “soliton fission” model of supercontinuum formation, the initial pulse is regarded as a higher order soliton that then fissions into multiple fundamental solitons; in Fig. 11, we identify the onset of soliton fission by the appearance of multiple spikes in the temporal pulse and the appearance in the frequency domain of non-solitonic radiation to the blue side of the input pulse. As argued in [21–23], because of the amplification effects of modulation instability, the evolution of the higher order soliton before the onset of soliton fission will be significantly affected by the presence of noise. (In the earlier work, the input pulse bandwidth is 45 nm, and the input pulse energy is 0.85 nJ.)

**FIGURE 9** The simulated median RIN vs. pulse chirp with both shot and Raman noise terms (solid line), with Raman noise only (dashed line), and with input shot noise only (dashed-dotted line). The input parameters are identical to those used for Fig. 7, and the spectral widths are the same for all three cases.

**FIGURE 10** Simulation results showing a \(-20\) dB spectral width and b median RIN as a function of propagation distance in the fiber, for input pulse chirp values of 0, +200, and \(-200\) fs\(^2\) respectively shown as triangles, squares, and circles. These values correspond respectively to input pulse durations of 18, 38, and 38 fs. The input pulse bandwidth is 45 nm, and the input pulse energy is 0.85 nJ.
put noise seed was from laser ASE, while here it is from the laser shot noise.) This noise-dependent perturbation of the initial pulse evolution translates to significant amplitude noise across the spectrum. After the soliton fission has taken place, the individual fundamental solitons will interact less, reducing the perturbative effects of the noise, and as observed in Fig. 10, there will be a much slower increase in the noise level. The difference in the final RIN value for different chirp values...
then depends on the characteristic length scale over which the soliton fission occurs. From Fig. 11, for zero chirp this characteristic length is about four times smaller than that for the high negative chirp and three times smaller than that for the high positive chirp. Since the effects of the modulation instability gain on the pulse evolution will be exponential in the product of length and power, this relatively small change in the characteristic length for onset of fission will translate to the observed large change in RIN.

6 Conclusions

In conclusion, we have experimentally characterized the broadband noise on supercontinua in a microstructured fiber. We have examined its dependence on a variety of parameters at both the input and the output of the microstructured fiber. Numerical simulations using the stochastic generalized NLSE show that this broadband noise results from amplification of the very basic noise sources of both spontaneous Raman scattering and input shot noise. Furthermore, we find that the contribution from the input shot noise dominates. Under some conditions, the supercontinuum output can exhibit excess noise with amplitude fluctuations approaching 50% that arise directly from the amplification of shot noise on the input laser pulse. While the noise grows exponentially with input power, it is at a minimum for the shortest input pulse duration, which is the same condition that yields the widest spectrum. We find that at the shortest pulse durations, the resulting supercontinuum can come closer to the ideal realization of a low-noise, broadband, phase-coherent source.
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Unfortunately, there is one misprint on page 276, figure 11. It has been reproduced in its right form here on the following page.
FIGURE 11. Evolution of the temporal pulse shape and pulse spectrum as a function of distance (z) along the fiber for three different input pulse chirps. The traces for different distances down the fiber are offset from each other for clarity. a and d correspond to a chirp of $-200$ fs$^2$, a pulse duration of 38 fs, and peak power of 21 kW; b and e correspond to a chirp of 0 fs$^2$, a pulse duration of 19 fs, and a peak power of 44 kW; c and f correspond to a chirp of $+200$ fs$^2$, a pulse duration of 38 fs, and peak power of 21 kW. The input pulse had a spectral bandwidth of 45 nm and a pulse energy of 0.85 nJ.