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ABSTRACT

Single-trapped-ion frequency standards based on a 282 nm transition in 199Hg+ and on a 267 nm transition in
27Al+ have been developed at NIST over the past several years. Their frequencies are measured relative to each
other and to the NIST primary frequency standard, the NIST-F1 cesium fountain, by means of a self-referenced
femtosecond laser frequency comb. Both ion standards have demonstrated instabilities and inaccuracies of less
than 1 × 10−16.
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1. INTRODUCTION

Optical frequency standards based on the mercury ion and, more recently, the aluminum ion are under devel-
opment at the National Institute of Standards and Technology. Both are based on narrow optical transitions
in single trapped ions, and both have demonstrated very good frequency stabilities and reproducibilities. By
means of a self-referenced femtosecond laser frequency comb, their frequencies can be compared to a microwave
frequency standard and to each other. A microwave-to-optical frequency comparison yields a measurement of
the optical frequency in terms of the SI (International System of Units) second, which is based on the cesium
hyperfine frequency. According to our estimates of systematic uncertainties, both the mercury and aluminum
standards are more reproducible than current primary cesium frequency standards. This places a limitation on
the accuracy of measurements of the mercury and aluminum optical resonance frequencies in terms of the SI
second. However, measurements of the ratio of the mercury and aluminum frequencies are not subject to this
limitation. Measurements of this ratio as a function of time place limits on the variation of the fundamental
constants, such as the fine-structure constant α.

Since some details of the mercury and aluminum ion frequency standards have already been published, this
article will emphasize subjects that that have not been discussed in detail previously.

2. MERCURY ION FREQUENCY STANDARD

The first proposal to use the 282 nm transition from the ground 5d106s 2S1/2 state to the metastable 5d96s2 2D5/2

state of Hg+ as an optical frequency was made by Bender et al.1 The metastable state has a natural lifetime
of around 90 ms,2–5 giving this transition a Q of around 6 × 1014. Work began at NIST on mercury ion optical
frequency standards several years later. The transition was first observed by Doppler-free two-photon absorption
of a cloud of trapped 198Hg+ ions.2 The transition was later observed in a single trapped 198Hg+ ion by single-
photon electric-quadrupole absorption.6 Doppler broadening was eliminated for single-photon absorption by
confinement of the ion to less than the wavelength of the radiation.7 The observed linewidth of about 30 kHz
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Figure 1. Energy levels of 199Hg+. Numbers to the right of the hyperfine energy levels are the values of F , the total
angular momentum quantum number. Transitions induced by the lasers are indicated by arrows. For clarity, the energy
differences between hyperfine levels are expanded relative to the electronic energy differences.

was limited by the laser linewidth and by the magnetic field instability. Further work resulted in narrowing the
frequency width of the laser to less than 1 Hz.8 Line broadening due the magnetic field was reduced by use of
the (F = 0) to (F = 2, mF = 0) hyperfine-Zeeman component in 199Hg+, which has no linear Zeeman shift and
a quadratic Zeeman shift of 1.90× 104 Hz/mT2. With these improvements, the 282 nm resonance was observed
with a linewidth as low as 6.7 Hz.9 The frequency of the laser was servo-locked to the atomic resonance so that
the apparatus functioned as a frequency standard. With the development of the self-referenced femtosecond laser
frequency comb,10–12 it became possible to compare the frequency of the Hg+-stabilized laser to microwave or
other optical frequency standards.13–18

2.1 State Preparation and Measurement

The basic methods used for laser cooling, state preparation, and detection of the clock transition have been
described previously,9 but some additional laser beams are now used to reduce the dead time in the measurement
cycle and thereby improve the frequency stability. The energy levels of 199Hg+ that are relevant to the operation
of the frequency standard are shown in Fig. 1. The 194 nm 5d106s 2S1/2 to 5d106p 2P1/2 transition is used for
Doppler laser cooling and fluorescence detection. The main laser cooling beam is tuned to the (F = 1) to (F = 0)
component, labeled A in Fig. 1. To a first approximation, this is a cycling transition, since decay from (F = 0) to
(F = 0) is forbidden. However, if the magnetic field is low, the ion can be trapped in a nonabsorbing dark state.
This can be prevented by applying a large magnetic field, which is undesirable for a frequency standard, or by
polarization modulation of the laser.19 In earlier work, two beams having different propagation directions but
with the same frequency were used. The polarization of one beam was modulated between right and left circular
polarization.20 More recently, trapping in a dark state has been prevented by irradiating the ion with three
noncollinear beams with frequencies differing by several megahertz.16 This has enabled reducing the magnetic
field to around 8 µT. To prevent trapping of the ion in the ground (F = 0) state, due to off-resonant optical
pumping through the 2P1/2 (F = 1) state, a weak laser beam tuned to the (F = 0) to (F = 1) component,
labeled B in Fig. 1, is introduced.
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Prior to driving the 282 nm clock transition, the ion must be prepared in the 2S1/2 (F = 0) hyperfine
state. Previously, this was done by shutting off the (F = 0) to (F = 1) 194 nm radiation (component B) while
leaving on the (F = 1) to (F = 0) 194 nm radiation (component A). This introduced some dead time into the
measurement cycle, since around 14 ms had to be allowed for the ion to be pumped into the (F = 0) ground
state by off-resonant excitation of the 2P1/2 (F = 1). In the current setup, a 194 nm laser tuned to the (F = 1)
to (F = 1) frequency (component C) is introduced to quickly drive the ion from the 2S1/2 (F = 1) state to the
2S1/2 (F = 0) state, thereby reducing the dead time.

In order to determine whether the 2S1/2 to 2D5/2 282 nm clock transition has been driven, 194 nm radiation
at the A and B frequencies is applied. If 194 nm fluorescence is observed, then the transition did not occur. If
the transition did occur, then no fluorescence is observed, and it is necessary to wait 90 ms on the average for
the ion to decay back to the 2S1/2 state before attempting to drive the 282 nm transition again. In the current
setup, a laser tuned to the 398 nm 2D5/2(F = 2) to 2P3/2(F = 2) transition is used to empty the 2D5/2 state.
This reduces the average dead time for the measurement cycle. The 2P3/2 state decays to the 2S1/2 state 350
times more frequently than to the 2D5/2 state,21 so there is very little possibility that the ion will return to the
2D5/2(F = 3), which is not emptied by the laser.

The additional laser beams have reduced the average dead time per measurement cycle from around 80 ms
to around 20 ms. The resonance period is typically 40 ms, so the duty cycle has improved from 33 % to 66 %.
The remaining dead time is due largely to the fluorescence detection time of about 10 ms and could be reduced
further.

2.2 Laser Frequency Servo

In order to lock the frequency of the clock laser to the center of the 282 nm transition, the probability for driving
the clock transition is measured for frequencies slightly above and both slightly below the estimated resonance
frequency. If the transition probability for excitation on the high-frequency side is denoted by P (H) and for
excitation on the low-frequency side by P (L), then a measurement result of P (H) > P (L) indicates that the laser
frequency is too low, and vice versa. The signal-to-noise ratio is limited fundamentally by quantum projection
noise, due to the fact that the atom is found to be in one state or the other when measured, rather than in
some superposition.22 This means that several measurements must be averaged in order to reliably determine
the difference between the laser and the clock transition. Two possible sources of frequency error of the locked
laser are drift of the signal amplitude and drift of the resonant frequency of the Fabry-Pérot cavity to which the
laser is locked. The algorithm for the laser frequency servo attempts to address both issues.

2.2.1 Amplitude drift cancelation

Drift of the signal amplitude might be caused by drift in the laser intensity at the position of the ion. If the
intensity drifts downward in time, and if the servo error signal is derived from a high-frequency measurement
followed by a low-frequency measurement (HL) then the servo algorithm would cause the laser frequency to be
set too low. If the signal drift is linear with time, then this can be compensated by following the (HL) sequence
with a (LH) sequence and averaging the results. That is, a linear signal drift is compensated by deriving the
error signal from a (HLLH) or (LHHL) sequence of measurements. It has been shown that this method can
be generalized to compensate for drifts having arbitrary polynomial time dependence.23 The error signal for the
Hg+ frequency servo is derived from the (HLLHLHHL) sequence, which compensates for linear or quadratic
signal drifts. Since several measurements must be made in order to reduce the amount of projection noise, there
is essentially no cost to using this sequence.

2.2.2 Cavity drift compensation

The clock laser is stabilized to a vibrationally-isolated Fabry-Pérot cavity.8 While this results in sub-hertz laser
linewidths, long-term drifts of the locked laser frequency of around 1 Hz/s are observed, and the drift rate
can change significantly during an experiment. If a simple servo algorithm is used, then the drift will lead to a
frequency error, dependent on the servo gain, because the servo will never quite catch up to the atomic resonance
frequency. In general, local-oscillator frequency drifts of this sort are compensated by introducing another stage
of integration into the servo response function.
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In the Hg+ frequency servo, the additional integration stage is implemented by introducing a chirped radio-
frequency oscillator whose frequency is added to that of the clock laser with an acousto-optic modulator (AOM).
The chirped oscillator consists of a frequency synthesizer whose frequency can be changed, under computer
control, while maintaining phase continuity. If the drift rate of the cavity does not match the rate of frequency
change of the chirped frequency synthesizer, then the frequency corrections made by the servo algorithm will
tend to be all in the same direction, and the frequency of the locked laser (relative to the cavity resonance
frequency) will change linearly with time. Periodically, the computer controlling the frequency servo performs a
least-squares fit to the record of frequency corrections and modifies the rate of frequency change of the chirped
frequency synthesizer in order to decrease the mismatch.

2.3 Averaging of the Quadrupole Shift

Previously, the uncertainty of the frequency of the Hg+ optical frequency standard was dominated by the
uncertainty of the electric quadrupole shift.14 This shift comes about because the electronic charge density
of the 2D5/2 state has an electric quadrupole moment, which leads to an energy shift if a static electric field
gradient is present. Although no static electric field gradient is applied deliberately, small, uncontrolled electric
field gradients might be present, and would be difficult to detect.

The 2D5/2 electric quadrupole moment Θ was measured by observing the shift of the clock frequency when
applying an electric field gradient.24 We found that Θ = (−0.510± 0.018) ea2

0, where e is the elementary charge
and a0 is the Bohr radius. When no electric field gradient was deliberately applied, the fractional shift of the
clock frequency was less than 1 × 10−16. A multi-configuration Dirac-Hartree-Fock calculation gave the result
Θ = -0.564 ea2

0, which disagrees with the experiment by about 10 %.25 Recently, Θ has been calculated by the
Fock-state unitary coupled-cluster theory to be -0.517 ea2

0, in good agreement with the experiment.26

It is actually not necessary to know the value of the electric quadrupole moment in order to eliminate its
effect on the frequency standard. At least two methods are available for canceling the quadrupole shift, both of
which make use of the symmetries of the electric quadrupole interaction, but do not depend on its magnitude.
First, the shift is zero when averaged over any three mutually perpendicular quantization axes.27 Second, the
shift vanishes when an average over mF components is done.28

The Hg+ frequency standard makes use of the first of the two methods in order to eliminate the quadrupole
shift. The orientation of the static magnetic field is switched among three mutually orthogonal directions, so
that an equal amount of time is spent at each orientation.16 The remaining fractional frequency uncertainty of
about 1 × 10−17 is due to the uncertainty of the magnetic field orientations.

2.4 Other Systematic Uncertainties

The total fractional systematic uncertainty of the Hg+ clock frequency is 3.2× 10−17. The various contributions
to the systematic uncertainty have been discussed previously.16 Some of these contributions have been reduced
in recent work. Here we discuss the most important contributions in general terms. The fractional second-
order Doppler shift due to thermal motion is less than 1 × 10−17, because the ion is laser cooled to near
the Doppler cooling limit. The fractional second-order Doppler shift due to rf micromotion is also less than
1×10−17, because the stray electric fields that lead to excess micromotion are compensated by use of an rf-phase-
sensitive fluorescence detection method.29 The static magnetic field is periodically measured by interrupting the
frequency servo and observing the resonance line of a first-order magnetic-field dependent Zeeman component
of the 2S1/2(F = 0) to 2D5/2(F = 2) line. The uncertainty of the fractional shift due to variations in the static
magnetic field is less than 1× 10−17. The blackbody radiation shift is negligible because the trap is operated at
liquid helium temperature, about 4.2 K. An AC Zeeman shift due to unbalanced rf currents in the trap electrodes
has been considered. This fractional shift is estimated to be less than 3 × 10−17.

2.5 Hg+ Optical to Cs Microwave Frequency Comparison

Because the SI second is based on the frequency of the cesium ground-state hyperfine transition, making an
absolute frequency measurement at the highest level of accuracy requires a primary cesium frequency standard
as a reference. The frequency of a laser frequency-locked to the Hg+ clock frequency can be compared to a
microwave frequency by using a self-referenced femtosecond laser frequency comb.10–12 The NIST-F1 cesium
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Figure 2. Instability of the ratio of the Hg+ clock frequency relative to the cesium frequency standard. The quantity
plotted is the Total Deviation. The inset is a histogram of the frequency values and a fitted Gaussian function.

atomic fountain has a fractional frequency uncertainty of around 4 × 10−16.30 Comparisons have been made
over several years between NIST-F1 and the Hg+ optical frequency standard.14–18 The results of a series of
measurements of the Hg+ frequency, referenced to NIST-F1, are shown in Fig. 2.16 The Total Deviation is
plotted as a function of the averaging time. The Total Deviation is similar to the better-known Allan deviation,
but is a better predictor of long-term fractional frequency instability.31 The inset is a histogram of the optical
frequency measurements, together with a fitted Gaussian function. A recent evaluation of all measurements
gives the value of the Hg+ frequency f(Hg+) = 1 064 721 609 899 145.30 ± 0.69 Hz. The fractional frequency
uncertainty of 6.5 × 10−16 is within a factor of 1.5 of the uncertainty of the NIST-F1 frequency standard.18

3. ALUMINUM ION FREQUENCY STANDARD

The possibility of using the transitions from the ground 1S0 state to the metastable 3P0 state in 27Al+ and other
group IIIA ions for an optical frequency standard was first pointed out by Dehmelt.32, 33 These transitions have
extremely high Qs and have the additional advantage of having no electric quadrupole shift, since a J = 0 state
has zero electric quadrupole moment.

The energy levels of 27Al+ that are relevant to the operation of the frequency standard are shown in Fig. 3.
While the strongly allowed 167 nm 3s2 1S0 to 3s3p 1P1 transition would be useful for laser cooling and state
detection, narrowband tunable lasers are not available at that wavelength.

To get around this problem, Wineland proposed to simultaneously trap an auxiliary ion, which could be laser
cooled and optically detected at a more convenient wavelength.34 Because the two ions are coupled through the
Coulomb interaction, the “clock” ion (e. g., 27Al+) is also cooled. Further, the superposition state of the clock
ion can be transferred to the auxiliary ion, making use of the fact that they share a vibrational degree of freedom.
That is, if the state of the clock ion is (α|S〉+ β|P 〉), the state of the auxiliary ion becomes (α|1〉+ β|2〉), where
|1〉 and |2〉 are two of the hyperfine ground state sublevels. This makes it possible to detect whether the clock
ion has been driven to the metastable state by observing the fluorescence of the auxiliary ion.

The basic methods were demonstrated at NIST with a 27Al+ clock ion and a 9Be+ auxiliary ion.35 The 27Al+
1S0 to 3P1 transition (A in Fig. 3) was used for this demonstration. This transition has a natural linewidth of
about 500 Hz,36 so it is not the best choice for an optical frequency standard. More recently, the 27Al+ 1S0 to
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Figure 3. Energy levels of 27Al+. Numbers to the right of the energy levels are the values of F , the total angular momentum
quantum number. The energy separations between hyperfine energy levels are not shown. The strong transition at 167
nm is not directly driven, for lack of a tunable laser at that wavelength. Transitions near 267 nm induced by the lasers
are labeled A and B. The energy differences between the 3PJ fine-structure levels are expanded for clarity.

3P0 transition (B in Fig. 3) has been observed.37, 38 This transition is the basis for the 27Al+ optical frequency
standard discussed here. Detection of the 1S0 to 3P0 transition depends on the previously demonstrated 27Al+

to 9Be+ quantum state transfer. Details of the methods used to frequency-lock a laser to the 9Be+1S0 to 3P0

resonance have been published.37

3.1 Atomic System

In a nonrelativistic approximation, the 3s3p 3P1 state does not decay to the ground state, while the 3s3p 1P1

decay is fully allowed. However, spin-orbit and other relativistic interactions mix the 3s3p 3P1 and 3s3p 1P1

states and allow both states to decay. In the absence of hyperfine interaction, the 3s3p 3P0 state does not decay
by any single-photon process. However, the hyperfine interaction mixes the 3s3p 3P0 state with other states,
mainly the 3s3p 1P1 and 3s3p 3P1 states, that do decay to the ground state. This makes the 3s3p 3P0 to 3s2 1S0

decay weakly allowed.39 The lifetime of the 3P0 state was measured to be 20.6 ± 1.4 s, so the transition has a
natural Q of 1.45 × 1017.

Since the nuclear spin of 27Al, the only stable isotope of aluminum, has spin I = 5/2, both the 1S0 and the
3P0 state have total angular momentum F = 5/2. Therefore, each mF component of the 1S0 and 3P0 states
has a linear Zeeman shift. In the absence of hyperfine-induced mixing between J states, the g factors of the
ground and excited states would be nearly equal to each other and to the nuclear g factor. This would make the
frequencies of the 1S0(F = 5/2, mF ) to 3P0(F = 5/2, mF ) transitions nearly independent of magnetic field. In
fact there is a large shift of the g factor of the 3P0 state compared to that of the 1S0 state that has recently been
measured.37 It was found that g(3P0) = -0.001 976 86(21) and g(1S0) = -0.000 792 48(14), where the g factors
are defined in terms of the Bohr magneton, and the numbers in parentheses are the uncertainties in units of the
least significant digits. The shift of g(3P0) relative to g(1S0) is due to the hyperfine interaction mixing the 3P0

with other other J states, mainly 3s3p 3P1. This type of g factor shift was first observed in the 6s6p 3P0 states
of 199Hg and 201Hg.40
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Figure 4. Hyperfine structure of the 6s6p 3P1 state of 27Al+.

3.2 Comparison of Atomic Calculations with Experiment

Recently, some calculations of diagonal and off-diagonal hyperfine constants of 27Al+ have been carried out.41

The GRASP92 set of programs42 was used to generate the atomic state functions for the {1P1,
3 P2,

3 P1,
3 P0} set of

states by the multi-configuration Dirac-Hartree-Fock method, and the HFS92 program43 was used to calculate the
magnetic dipole (A) and electric quadrupole (B) hyperfine constants. Values for the nuclear magnetic moment
µI = 3.64150687(65)µN and electric quadrupole moment Q = 0.1466(10)× 10−24 e cm2 were assumed.44, 45 The
results are listed in Table 1.

These calculations can be connected with experiment in at least three different ways:

First, the hyperfine separations of the 3P1 state have been measured at NIST (see Fig. 4). The separations
were measured to be 4664.903(1) MHz and 3380.688(1) MHz.46 The uncertainties are due mainly to the uncer-
tainty of the quadratic Zeeman shift, since the measurements were made at nonzero magnetic field. Extraction
of the diagonal A and B coefficients is not straightforward, because the second-order magnetic dipole energy
is comparable to the first-order electric quadrupole energy. One way to test the calculation is to compare the
predicted separations, calculated to second order in perturbation theory, with the observed separations. The
predicted separations are 4693 MHz and 3400 MHz, which disagree with experiment by less than 2 %.

Second, we can use the off-diagonal A coefficients that mix the 3P0 state with the 1P1 and 3P1 states to
calculate the radiative decay rate of the 3P0 state.47 This calculation also requires the radiative lifetimes of the
3P1 state and the 1P1 state. We take the former from experiment36 and the latter from the NIST database.48

The result is 22.7 s, compared to the experimental result of 20.6 ± 1.6 s.37

Third, we can use the same off-diagonal A coefficients to calculate the difference between the g factors of the
3P0 and 1S0 states.47 The result is g(3P0) - g(1S0) = −1.181× 10−3, compared to the experimental result -1.184
37(8) ×10−3.37

Thus, it appears that calculational method is capable of reproducing the experimental hyperfine constants to
within a few percent. The prediction of the 3P0 decay rate has a larger error, but may be due to the uncertainties
of the 1P1 and 3P1 lifetimes.

3.3 Systematic Uncertainties

Our current estimate of the fractional systematic uncertainty of the Al+ clock frequency is less than 5×10−17.49

The greatest part of the systematic uncertainty is due to the second-order Doppler shift, from both the ther-
mal motion and the micromotion. The linear Zeeman shift is cancelled by alternately observing the 1S0(F =
5/2, mF = +5/2) to 3P0(F = 5/2, mF = +5/2) and the 1S0(F = 5/2, mF = −5/2) to 3P0(F = 5/2, mF = −5/2)
transitions and averaging the frequencies. The quadratic Zeeman shift has been measured, and it contributes
less than 1 × 10−18 to the fractional frequency uncertainty.

The blackbody radiation shift is unusually small for an optical frequency standard because of a fortuitous
cancelation between the 1S0 and 3P0 quadratic Stark shifts.50 The fractional frequency shift at 300 K is 8(5) ×
10−18. At the normal operating temperature of the frequency standard, it is 12(5) × 10−18.
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Table 1. Calculated values of the diagonal and off-diagonal hyperfine A and B constants within the 3s3p 1,3PJ set of
states.

Γ Γ′ A(Γ, Γ′) B(Γ, Γ′)
(MHz) (MHz)

3P2
3P2 1149 31.42

3P2
3P1 -539 7.84

3P2
1P1 845 -0.05

3P2
3P0 0 13.57

3P1
3P1 1348 -15.62

3P1
1P1 1571 0.18

3P1
3P0 -1320 0

1P1
3P0 -1045 0
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Figure 5. Measurements of the ratio of the Al+ and Hg+ clock frequencies as a function of the date the measurements
were made.
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While to first order, the 3P0 state has zero electric quadrupole moment, the hyperfine interaction mixes this
state with states having J = 1, 2, such as the nearest 3P1 and 3P2 states. This results in an electronic quadrupole
moment of about −1.2 × 10−5 ea2

0.
41 This quadrupole can interact with the electric field gradients due to the

ion trap and to the presence of the 9Be+ ion, resulting in a fractional frequency shift that is less than 1× 10−18

and can be neglected.

4. HG+ - AL+ FREQUENCY COMPARISONS

The Hg+ and Al+ frequency standards have been operated simultaneously. The frequency of one mode or “tooth”
of the self-referenced femtosecond laser frequency comb can be phase-locked to the frequency of one standard.
The frequency of the heterodyne beat-note of the other frequency standard with the nearest comb tooth is
measured. The measurement can be converted to the frequency ratio of the two standards and does not depend
on the accuracy of any microwave frequency standards used as references.51 Figure 5 is a plot of measurements
of the ratio of the frequency of the Al+ standard to that of the Hg+ standard. The reproducibility of the ratio is
seen to be better than 1 × 10−16, which is better than the accuracy of the primary cesium frequency standard.
Figure 6 shows the fractional frequency instability of the ratio as a function of averaging time.
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